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Outline

• Activity as the noise 

• transit detection 

• transmission spectroscopy 

• radial velocities 

!

!

• Searching for planets around young 
stars with K2 

• Activity as the signal 

• rotation studies from transit surveys 

• spot spectra from transits 

• spot mapping and differential rotation 
from transits



Photometric effects of spots

Note faculae (limb-brightened, low contrast) and granules (minimal effect over whole disk)

SoHO/MDI continuum intensity
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Timescales
Solar irradiance (SoHO/VIRGO)

TransitsOrbit Oscillations

Active regions

Granulation

Transits are easy to separate from 
photometric variations due to start 
spots … up to a point!

Spot-induced variability is potentially 
more problematic for radial velocity 
planet searches

(Aigrain, Favata & Gilmore 2004)
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Filtering activity to detect transits

Iterative non-linear filter followed by 
least-squares box-shaped transit search 
(Aigrain & Irwin 2004)

P ~ 20h, depth 0.0003, Rplanet ~ 2 REarth 

(CoRoT-7b, Leger et al. 2009)
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When does activity matter for transit searches?

Transit SNR =  
sqrt(Ntransits) x depth / sigma(Ttransit) 
where: 
- Ntransits is number of transits 
- Ttransit is duration of transit 

Intrinsic stellar variability on 6 hour time-
scales from Kepler (Gilliland et al. 2011)

Sun

Activity means Kepler would have 
needed 7 rather than 4 years to reach 
SNR of 10 for Earth-like planets in the 
habitable zone of Sun-like stars

This can be addressed, at least partially, by modelling the 
activity-induced variations simultaneously with the transits 
!

Computationally expensive, though!



Kepler data is ideal to measure stellar rotation periods

Very high precision, 4 year baseline, near continuous. 
!
But … we need period-search method that can cope with active region evolution and residual 
instrumental effects.



Kepler data is ideal to measure stellar rotation periods

Very high precision, 4 year baseline, near continuous. 
!
But … we need period-search method that can cope with active region evolution and residual 
instrumental effects. use auto-correlation function (ACF, McQuillan, Aigrain & Mazeh 2013).



~2500 M-dwarfs (McQuillan, Aigrain & Mazeh 2013)

Note bimodal  
period distribution

young stars 
or binaries?

KOIs (transiting 
planet hosts)
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33400 FGKM dwarfs (McQuillan, Mazeh & Aigrain 2014)



~2500 planet host stars
Dearth of short-period planets around rapidly rotating stars 

(McQuillan, Mazeh & Aigrain 2013)
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Spot mapping by transits

@joe_llamaSpotting the spots

• Star spot crossings can be used to derive spin-orbit 
alignment of exoplanets.
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Transits over star spots

Spots occulted during multiple transits can be used to derive projected spin-orbit angle   
(Sanchis-Ojeda et al. 2011)

HAT-P-11



Spot mapping by transits

Spots occulted during many transits can reveal butterfly patterns (Sanchis-Ojeda et al. 2013)

@joe_llamaSpotting the spots

• Star spots provide information on stellar 
cycles and dynamo. 

• Enable recovery of rotation and 
differential rotation rates. 

• Differential rotation is one of the 
surface drivers for coronal evolution  
(see Moira’s talk this morning). 

• This talk: Star spots and recovering 
differential rotation profiles from Kepler 
light curves.

Introduction

Hathaway (2010) Galileo (1600s)

Sunspots (Hathaway 2010)



Spot mapping by transits

Spots occulted during many transits can reveal butterfly patterns (Sanchis-Ojeda et al. 2013)

@joe_llamaSpotting the spots

• Star spots provide information on stellar 
cycles and dynamo. 

• Enable recovery of rotation and 
differential rotation rates. 

• Differential rotation is one of the 
surface drivers for coronal evolution  
(see Moira’s talk this morning). 

• This talk: Star spots and recovering 
differential rotation profiles from Kepler 
light curves.

Introduction

Hathaway (2010) Galileo (1600s)

Sunspots (Hathaway 2010)

@joe_llamaSpotting the spots

• Transits over star spots may help reveal stellar 
butterfly patterns.

Kepler 63: Sanchis-Ojeda et al. 2013

Stellar butterfly patterns 

Kepler 63
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Transmission spectroscopy

• Measure transit depth (i.e. altitude at which planet becomes opaque) vs wavelength


• alternatively, compare spectrum of star in- and out-of-transit

• Powerful probe of composition of planet atmosphere: gases and particulates

• But: spotted parts of star have different spectrum…

• Need to worry about two kinds of spots:


• occulted spots distort transit, or make it seem shallower


• un-occulted spots make transit appear deeper

• Makes it harder to combine obs. taken at different times



Spectroscopic effects of star spots

Contrast between 5000 K photosphere and cool spots with different temperatures  
(MARCS models, Gustafsson et al. 2008, log g = 4.5, [Fe/H] = 0)

Tspot = 3500 K

Tspot = 4750 K



Spectroscopic effects of star spots

Contrast between 5000 K photosphere and cool spots with different temperatures  
(MARCS models, Gustafsson et al. 2008, log g = 4.5, [Fe/H] = 0)

Tspot = 3500 K

Tspot = 4750 K

TiO / VO

Mg
Na

H2O



Accounting for spots in transmission spectra
4 D. K. Sing et al.

Figure 3. STIS white light curve for visit 1 (black) and visit 2 (red) with
the instrument trends removed. The points showing occulted spot features
are indicated with boxes. The best-fitting transit models for both visits are
shown in grey using the unspotted points.

3.1 Instrument systematic trends

As in past STIS studies, we applied orbit-to-orbit flux corrections
by fitting for a fourth-order polynomial to the photometric time
series, phased on the HST orbital period. The systematic trends
were fit simultaneously with the transit parameters in the fit. Higher
order polynomial fits were not statistically justified, based upon
the Bayesian information criteria (BIC; Schwarz 1978). Compared
to the standard χ 2, the BIC penalizes models with larger num-
bers of free parameters, giving a useful criterion to help select
between different models with different numbers of free param-
eters, and helps ensure that the preferred model does not over-
fit the data. The baseline flux level of each visit was let free to
vary in time linearly, described by two fit parameters. In addi-
tion, we found it useful to also fit for further systematic trends
which correlated with the detector position of the spectra, as de-
termined from a linear spectral trace in IRAF and the dispersion-
direction subpixel shift between spectral exposures, measured by
cross-correlation.

We found that fitting the systematic trends with a fourth-order
polynomial HST orbital period correction and linear baseline limited
S/N values to the range of 9000 to 10 000 (precisions levels of 0.011
to 0.01 per cent). These limiting values match similar previous
pre-SM4 STIS observations of HD 209458b, which also similarly
corrected for these systematic trends (Brown 2001; Ballester et al.
2007; Knutson et al. 2007b; Sing et al. 2008a). With the additional
correction of position-related trends (see Fig. 1), we were able to
increase the extracted S/N to values of 14 000 per image, which
is ∼80 per cent of the Poisson-limited value. These additional free
parameters in the fit are also justified by the BIC as well as a reduced
χ 2

ν value. In a fit excluding the position-dependent systematic trends
for the first STIS visit, we find a BIC value of 277 from a fit with 73
degrees of freedom (DOF), eight free parameters and a reduced χ 2

ν

of 3.31. Including the position-related trends lowers the BIC value
to 202 from a fit with 70 DOF, 11 free parameters and a reduced χ 2

ν

of 2.19. In the final white light-curve fits, the uncertainty in fitting
for instrument-related systematic trends accounts for ∼20 per cent
of the final Rpl/Rstar error budget.

3.2 Limb darkening

At near-UV and blue optical wavelengths, the stellar limb darken-
ing is strong, and in general not well reproduced by standard 1D
stellar atmospheric models. We account for the strong near-UV and
optical limb darkening following three different prescriptions: fit-
ting for the limb-darkening coefficients; computing limb-darkening

coefficients with 1D stellar atmospheric models and finally using a
fully 3D time-dependent hydrodynamic stellar atmospheric model.
We computed limb-darkening coefficients for the linear law

I (µ)
I (1)

= 1 − u(1 − µ) (1)

as well as the Claret (2000) four-parameter limb-darkening law

I (µ)
I (1)

= 1 − c1(1 − µ1/2) − c2(1 − µ)

− c3(1 − µ3/2) − c4(1 − µ2). (2)

For the 1D models, we followed the procedures of Sing (2010)
using 1D Kurucz ATLAS models2 and the transmission function
of the G430L grating (see Table 1). The four-parameter law is the
best representation of the stellar model intensity distribution itself,
while the linear law is the most useful in this study when fitting for
the coefficients from the transit light curves.

We constructed a 3D time-dependent hydrodynamical model at-
mosphere using the STAGGERCODE (Nordlund & Galsgaard 1995) with
a resolution of 2403 grid points, spanning 4 × 4 Mm2 on the hori-
zontal axes and 2.2 Mm on the vertical axis. The simulation has a
time-average effective temperature ⟨Teff⟩ = 5050 K, surface gravity
log g = 4.53 and metallicity [Fe/H] = 0.0 (based on the solar com-
position of Asplund, Grevesse & Sauval 2005), which is close to the
stellar parameters of Bouchy et al. (2005). Full 3D radiative transfer
was computed in local thermodynamic equilibrium (LTE) based on
continuous and spectral line opacities provided by Trampedach (in
preparation) and Plez (private communication); see also Gustafsson
et al. (2008). We obtain monochromatic surface intensities Iλ(µ, φ,
x, y, t) with a sampling of λ/%λ = 20 000 in wavelength for 17
polar angles µ, four azimuthal angles φ and a time series of 10
snapshots that span ≈30 min of stellar time t, with a horizontal res-
olution of 120 × 120 grid points in x and y. Limb-darkening laws
I(µ)/I(1) (see Fig. 4) were derived by averaging Iλ(µ, φ, x, y, t)
over horizontal grid, azimuth angle and time, providing a statistical
representation of the surface granulation, and integrating over each
bandpass and the transmission function; the result was normalized
to the disc-centre intensity at µ = 1. A more detailed description of
the 3D model will be given in a forthcoming paper by WH.

While limb darkening is stronger at near-UV and blue wave-
lengths, compared to the red and near-infrared, the white light stel-
lar intensity profile is also predicted to be close to linear (see Fig. 4).
Fortunately, a linear stellar intensity profile makes it much easier to
compare fit limb-darkening coefficients to model values, because it
is less ambiguous as to which limb-darkening law to choose and
because the fit is not complicated by degeneracies when fitting for
multiple limb-darkening coefficients. In the white light-curve fits,
we performed fits allowing the linear coefficient term to vary freely,
as well as fits setting the coefficients to their 1D and 3D predicted
values with the four-parameter law. The resulting coefficients are
given in Table 1. Given the phase coverage between our two HST
visits, and the observed occulted stellar spots in each visit, it is
much more straightforward to compare model limb darkening from
visit 1, which is largely occulted-spot free. Using the linear limb-
darkening law, we find ufit,white = 0.816 ± 0.019 for visit 1 (see
Table 1). The fit coefficient is within 1σ of an appropriate ATLAS
model (u1Dmodel = 0.8326 for Teff = 5000 K, log g = 4.5, [Fe/H] =
0.0 and vturb = 2 km s−1) and within 1σ of the 3D model, which pre-
dicts u3D = 0.8305. For visit 1, the freely fit linear limb-darkening

2 http://kurucz.harvard.edu
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Estimate spectrum/temperature of spots from 
occulted spots
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Sing et al. (2012)



Accounting for spots in transmission spectra

8 D. K. Sing et al.

Figure 8. Plotted is the occulted-spot feature from visit 2 at (top to bottom)
3300, 3950, 4450, 4950 and 5450 Å along with the best-fitting spot solution.

Figure 9. STIS G430L visit 2 light-curve residuals at (bottom to top) 3300,
3950, 4450, 4950 and 5450 Å with an arbitrary offset.

wavelength λ compared to a reference wavelength λ0 will be

"fλ/"fλ0 =
(

1 − F
Tspot
λ

F Tstar
λ

) /(
1 −

F
Tspot
λ0

F Tstar
λ0

)
, (3)

where FT
λ is the surface brightness of the stellar atmosphere models

at temperature T and wavelength λ. We also plot in the figure the
results of the same procedure for the ACS visit in Pont et al. (2008).

Fig. 10 shows that the spectrum of the occulted spots is well
constrained, corresponding to the models with spots at least 750 K
cooler than the stellar surface. Although the difference spectrum of
the occulted spot is coherent with the expectation in overall shape,
the 5000 Å MgH feature is weaker than expected. This does not
have a significant impact on the present study, but we point it out as
a possible intriguing feature of star-spots on HD 189733.

3.5.2 Unocculted spots

Since the time-scale of spot variability is much longer than the
planet crossing time during transits (Prot ≃ 12 d versus T tr ≃ 1.5 h
for HD 189733), unocculted spots can be considered as station-
ary during a transit, and their effect will correspond to a fixed
wavelength-dependent correction on the transit depth.

Figure 10. Spectral signature of the stellar spots occultation derived from
the STIS G430L (closed black and green symbols) and ACS (open symbols)
data. The spot is modelled with stellar atmospheric models of different
temperatures ranging from 4750 to 3500 K in 250 K intervals (blue to orange,
respectively), and Teff = 5000 K for the stellar temperature.

As in Pont et al. (2008), we model the effects of unocculted spots
by assuming that the emission spectrum of spots corresponds to
a stellar spectrum of lower temperature than the rest of the star
covering a fraction of the stellar surface and assuming no change in
the surface brightness outside spots. We neglect the effect of faculae
on the transmission spectrum. The spots then lead to an overall
dimming of the star. Under these assumptions, to reach the same
level of flux dimming, higher spot temperatures require a greater
fraction of stellar surface covered by spots. These assumptions are
now supported by the behaviour in several HST visits. The signature
on the flux of occulted spots is frequently seen (to the point in
fact that no entirely spot-free visit was encountered among our
nine visits), and the occulted spots observed have the expected red
signature (Fig. 10; Pont et al. 2008). No detectable facula occultation
is observed (a facular occultation would result in a sharp flux drop
during the transit with a blue spectral signature). In Section 3.5.4,
we present a further test in support of the validity of this assumption.

Under the assumption that the stellar flux is a combination of a
surface at T = Tstar and spots at T = Tspot causing a total dimming
"f (λ0, t), the corrections to the transit depth d at wavelength λ and
radius ratio due to unocculted spots will be

"d

d
= "f (λ0, t)

(
1 − F

Tspot
λ

F Tstar
λ

) /(
1 −

F
Tspot
λ0

F Tstar
λ0

)
(4)

and

"(Rpl/Rstar) ≃ 1
2

"d

d
(Rpl/Rstar). (5)

A similar formalism is given in Berta et al. (2011). Fig. 11 shows
the correction for unocculted spots for "f (λ0, t) = 1 per cent at
λ0 = 6000 Å for different spot temperatures. The influence over the
transmission spectrum on the STIS wavelength range is of the order
of 2 × 10−3 Rpl/Rstar, which is ∼five times smaller than the observed
variations (see Section 4), suggesting that the uncertainties on the
first-order correction for unocculted spots only add a small contri-
bution to the final errors on the planetary transmission spectrum
(Pont et al. 2008).

C⃝ 2011 The Authors
Monthly Notices of the Royal Astronomical Society C⃝ 2011 RAS

4 D. K. Sing et al.

Figure 3. STIS white light curve for visit 1 (black) and visit 2 (red) with
the instrument trends removed. The points showing occulted spot features
are indicated with boxes. The best-fitting transit models for both visits are
shown in grey using the unspotted points.

3.1 Instrument systematic trends

As in past STIS studies, we applied orbit-to-orbit flux corrections
by fitting for a fourth-order polynomial to the photometric time
series, phased on the HST orbital period. The systematic trends
were fit simultaneously with the transit parameters in the fit. Higher
order polynomial fits were not statistically justified, based upon
the Bayesian information criteria (BIC; Schwarz 1978). Compared
to the standard χ 2, the BIC penalizes models with larger num-
bers of free parameters, giving a useful criterion to help select
between different models with different numbers of free param-
eters, and helps ensure that the preferred model does not over-
fit the data. The baseline flux level of each visit was let free to
vary in time linearly, described by two fit parameters. In addi-
tion, we found it useful to also fit for further systematic trends
which correlated with the detector position of the spectra, as de-
termined from a linear spectral trace in IRAF and the dispersion-
direction subpixel shift between spectral exposures, measured by
cross-correlation.

We found that fitting the systematic trends with a fourth-order
polynomial HST orbital period correction and linear baseline limited
S/N values to the range of 9000 to 10 000 (precisions levels of 0.011
to 0.01 per cent). These limiting values match similar previous
pre-SM4 STIS observations of HD 209458b, which also similarly
corrected for these systematic trends (Brown 2001; Ballester et al.
2007; Knutson et al. 2007b; Sing et al. 2008a). With the additional
correction of position-related trends (see Fig. 1), we were able to
increase the extracted S/N to values of 14 000 per image, which
is ∼80 per cent of the Poisson-limited value. These additional free
parameters in the fit are also justified by the BIC as well as a reduced
χ 2

ν value. In a fit excluding the position-dependent systematic trends
for the first STIS visit, we find a BIC value of 277 from a fit with 73
degrees of freedom (DOF), eight free parameters and a reduced χ 2

ν

of 3.31. Including the position-related trends lowers the BIC value
to 202 from a fit with 70 DOF, 11 free parameters and a reduced χ 2

ν

of 2.19. In the final white light-curve fits, the uncertainty in fitting
for instrument-related systematic trends accounts for ∼20 per cent
of the final Rpl/Rstar error budget.

3.2 Limb darkening

At near-UV and blue optical wavelengths, the stellar limb darken-
ing is strong, and in general not well reproduced by standard 1D
stellar atmospheric models. We account for the strong near-UV and
optical limb darkening following three different prescriptions: fit-
ting for the limb-darkening coefficients; computing limb-darkening

coefficients with 1D stellar atmospheric models and finally using a
fully 3D time-dependent hydrodynamic stellar atmospheric model.
We computed limb-darkening coefficients for the linear law

I (µ)
I (1)

= 1 − u(1 − µ) (1)

as well as the Claret (2000) four-parameter limb-darkening law

I (µ)
I (1)

= 1 − c1(1 − µ1/2) − c2(1 − µ)

− c3(1 − µ3/2) − c4(1 − µ2). (2)

For the 1D models, we followed the procedures of Sing (2010)
using 1D Kurucz ATLAS models2 and the transmission function
of the G430L grating (see Table 1). The four-parameter law is the
best representation of the stellar model intensity distribution itself,
while the linear law is the most useful in this study when fitting for
the coefficients from the transit light curves.

We constructed a 3D time-dependent hydrodynamical model at-
mosphere using the STAGGERCODE (Nordlund & Galsgaard 1995) with
a resolution of 2403 grid points, spanning 4 × 4 Mm2 on the hori-
zontal axes and 2.2 Mm on the vertical axis. The simulation has a
time-average effective temperature ⟨Teff⟩ = 5050 K, surface gravity
log g = 4.53 and metallicity [Fe/H] = 0.0 (based on the solar com-
position of Asplund, Grevesse & Sauval 2005), which is close to the
stellar parameters of Bouchy et al. (2005). Full 3D radiative transfer
was computed in local thermodynamic equilibrium (LTE) based on
continuous and spectral line opacities provided by Trampedach (in
preparation) and Plez (private communication); see also Gustafsson
et al. (2008). We obtain monochromatic surface intensities Iλ(µ, φ,
x, y, t) with a sampling of λ/%λ = 20 000 in wavelength for 17
polar angles µ, four azimuthal angles φ and a time series of 10
snapshots that span ≈30 min of stellar time t, with a horizontal res-
olution of 120 × 120 grid points in x and y. Limb-darkening laws
I(µ)/I(1) (see Fig. 4) were derived by averaging Iλ(µ, φ, x, y, t)
over horizontal grid, azimuth angle and time, providing a statistical
representation of the surface granulation, and integrating over each
bandpass and the transmission function; the result was normalized
to the disc-centre intensity at µ = 1. A more detailed description of
the 3D model will be given in a forthcoming paper by WH.

While limb darkening is stronger at near-UV and blue wave-
lengths, compared to the red and near-infrared, the white light stel-
lar intensity profile is also predicted to be close to linear (see Fig. 4).
Fortunately, a linear stellar intensity profile makes it much easier to
compare fit limb-darkening coefficients to model values, because it
is less ambiguous as to which limb-darkening law to choose and
because the fit is not complicated by degeneracies when fitting for
multiple limb-darkening coefficients. In the white light-curve fits,
we performed fits allowing the linear coefficient term to vary freely,
as well as fits setting the coefficients to their 1D and 3D predicted
values with the four-parameter law. The resulting coefficients are
given in Table 1. Given the phase coverage between our two HST
visits, and the observed occulted stellar spots in each visit, it is
much more straightforward to compare model limb darkening from
visit 1, which is largely occulted-spot free. Using the linear limb-
darkening law, we find ufit,white = 0.816 ± 0.019 for visit 1 (see
Table 1). The fit coefficient is within 1σ of an appropriate ATLAS
model (u1Dmodel = 0.8326 for Teff = 5000 K, log g = 4.5, [Fe/H] =
0.0 and vturb = 2 km s−1) and within 1σ of the 3D model, which pre-
dicts u3D = 0.8305. For visit 1, the freely fit linear limb-darkening
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Figure 8. Plotted is the occulted-spot feature from visit 2 at (top to bottom)
3300, 3950, 4450, 4950 and 5450 Å along with the best-fitting spot solution.

Figure 9. STIS G430L visit 2 light-curve residuals at (bottom to top) 3300,
3950, 4450, 4950 and 5450 Å with an arbitrary offset.
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where FT
λ is the surface brightness of the stellar atmosphere models

at temperature T and wavelength λ. We also plot in the figure the
results of the same procedure for the ACS visit in Pont et al. (2008).

Fig. 10 shows that the spectrum of the occulted spots is well
constrained, corresponding to the models with spots at least 750 K
cooler than the stellar surface. Although the difference spectrum of
the occulted spot is coherent with the expectation in overall shape,
the 5000 Å MgH feature is weaker than expected. This does not
have a significant impact on the present study, but we point it out as
a possible intriguing feature of star-spots on HD 189733.

3.5.2 Unocculted spots

Since the time-scale of spot variability is much longer than the
planet crossing time during transits (Prot ≃ 12 d versus T tr ≃ 1.5 h
for HD 189733), unocculted spots can be considered as station-
ary during a transit, and their effect will correspond to a fixed
wavelength-dependent correction on the transit depth.

Figure 10. Spectral signature of the stellar spots occultation derived from
the STIS G430L (closed black and green symbols) and ACS (open symbols)
data. The spot is modelled with stellar atmospheric models of different
temperatures ranging from 4750 to 3500 K in 250 K intervals (blue to orange,
respectively), and Teff = 5000 K for the stellar temperature.

As in Pont et al. (2008), we model the effects of unocculted spots
by assuming that the emission spectrum of spots corresponds to
a stellar spectrum of lower temperature than the rest of the star
covering a fraction of the stellar surface and assuming no change in
the surface brightness outside spots. We neglect the effect of faculae
on the transmission spectrum. The spots then lead to an overall
dimming of the star. Under these assumptions, to reach the same
level of flux dimming, higher spot temperatures require a greater
fraction of stellar surface covered by spots. These assumptions are
now supported by the behaviour in several HST visits. The signature
on the flux of occulted spots is frequently seen (to the point in
fact that no entirely spot-free visit was encountered among our
nine visits), and the occulted spots observed have the expected red
signature (Fig. 10; Pont et al. 2008). No detectable facula occultation
is observed (a facular occultation would result in a sharp flux drop
during the transit with a blue spectral signature). In Section 3.5.4,
we present a further test in support of the validity of this assumption.

Under the assumption that the stellar flux is a combination of a
surface at T = Tstar and spots at T = Tspot causing a total dimming
"f (λ0, t), the corrections to the transit depth d at wavelength λ and
radius ratio due to unocculted spots will be

"d

d
= "f (λ0, t)

(
1 − F

Tspot
λ

F Tstar
λ

) /(
1 −

F
Tspot
λ0

F Tstar
λ0

)
(4)

and

"(Rpl/Rstar) ≃ 1
2

"d

d
(Rpl/Rstar). (5)

A similar formalism is given in Berta et al. (2011). Fig. 11 shows
the correction for unocculted spots for "f (λ0, t) = 1 per cent at
λ0 = 6000 Å for different spot temperatures. The influence over the
transmission spectrum on the STIS wavelength range is of the order
of 2 × 10−3 Rpl/Rstar, which is ∼five times smaller than the observed
variations (see Section 4), suggesting that the uncertainties on the
first-order correction for unocculted spots only add a small contri-
bution to the final errors on the planetary transmission spectrum
(Pont et al. 2008).
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Figure 8. Plotted is the occulted-spot feature from visit 2 at (top to bottom)
3300, 3950, 4450, 4950 and 5450 Å along with the best-fitting spot solution.

Figure 9. STIS G430L visit 2 light-curve residuals at (bottom to top) 3300,
3950, 4450, 4950 and 5450 Å with an arbitrary offset.
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where FT
λ is the surface brightness of the stellar atmosphere models

at temperature T and wavelength λ. We also plot in the figure the
results of the same procedure for the ACS visit in Pont et al. (2008).

Fig. 10 shows that the spectrum of the occulted spots is well
constrained, corresponding to the models with spots at least 750 K
cooler than the stellar surface. Although the difference spectrum of
the occulted spot is coherent with the expectation in overall shape,
the 5000 Å MgH feature is weaker than expected. This does not
have a significant impact on the present study, but we point it out as
a possible intriguing feature of star-spots on HD 189733.

3.5.2 Unocculted spots

Since the time-scale of spot variability is much longer than the
planet crossing time during transits (Prot ≃ 12 d versus T tr ≃ 1.5 h
for HD 189733), unocculted spots can be considered as station-
ary during a transit, and their effect will correspond to a fixed
wavelength-dependent correction on the transit depth.

Figure 10. Spectral signature of the stellar spots occultation derived from
the STIS G430L (closed black and green symbols) and ACS (open symbols)
data. The spot is modelled with stellar atmospheric models of different
temperatures ranging from 4750 to 3500 K in 250 K intervals (blue to orange,
respectively), and Teff = 5000 K for the stellar temperature.

As in Pont et al. (2008), we model the effects of unocculted spots
by assuming that the emission spectrum of spots corresponds to
a stellar spectrum of lower temperature than the rest of the star
covering a fraction of the stellar surface and assuming no change in
the surface brightness outside spots. We neglect the effect of faculae
on the transmission spectrum. The spots then lead to an overall
dimming of the star. Under these assumptions, to reach the same
level of flux dimming, higher spot temperatures require a greater
fraction of stellar surface covered by spots. These assumptions are
now supported by the behaviour in several HST visits. The signature
on the flux of occulted spots is frequently seen (to the point in
fact that no entirely spot-free visit was encountered among our
nine visits), and the occulted spots observed have the expected red
signature (Fig. 10; Pont et al. 2008). No detectable facula occultation
is observed (a facular occultation would result in a sharp flux drop
during the transit with a blue spectral signature). In Section 3.5.4,
we present a further test in support of the validity of this assumption.

Under the assumption that the stellar flux is a combination of a
surface at T = Tstar and spots at T = Tspot causing a total dimming
"f (λ0, t), the corrections to the transit depth d at wavelength λ and
radius ratio due to unocculted spots will be

"d
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= "f (λ0, t)

(
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Tspot
λ
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λ

) /(
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F
Tspot
λ0

F Tstar
λ0

)
(4)

and

"(Rpl/Rstar) ≃ 1
2

"d

d
(Rpl/Rstar). (5)

A similar formalism is given in Berta et al. (2011). Fig. 11 shows
the correction for unocculted spots for "f (λ0, t) = 1 per cent at
λ0 = 6000 Å for different spot temperatures. The influence over the
transmission spectrum on the STIS wavelength range is of the order
of 2 × 10−3 Rpl/Rstar, which is ∼five times smaller than the observed
variations (see Section 4), suggesting that the uncertainties on the
first-order correction for unocculted spots only add a small contri-
bution to the final errors on the planetary transmission spectrum
(Pont et al. 2008).
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Figure 3. STIS white light curve for visit 1 (black) and visit 2 (red) with
the instrument trends removed. The points showing occulted spot features
are indicated with boxes. The best-fitting transit models for both visits are
shown in grey using the unspotted points.

3.1 Instrument systematic trends

As in past STIS studies, we applied orbit-to-orbit flux corrections
by fitting for a fourth-order polynomial to the photometric time
series, phased on the HST orbital period. The systematic trends
were fit simultaneously with the transit parameters in the fit. Higher
order polynomial fits were not statistically justified, based upon
the Bayesian information criteria (BIC; Schwarz 1978). Compared
to the standard χ 2, the BIC penalizes models with larger num-
bers of free parameters, giving a useful criterion to help select
between different models with different numbers of free param-
eters, and helps ensure that the preferred model does not over-
fit the data. The baseline flux level of each visit was let free to
vary in time linearly, described by two fit parameters. In addi-
tion, we found it useful to also fit for further systematic trends
which correlated with the detector position of the spectra, as de-
termined from a linear spectral trace in IRAF and the dispersion-
direction subpixel shift between spectral exposures, measured by
cross-correlation.

We found that fitting the systematic trends with a fourth-order
polynomial HST orbital period correction and linear baseline limited
S/N values to the range of 9000 to 10 000 (precisions levels of 0.011
to 0.01 per cent). These limiting values match similar previous
pre-SM4 STIS observations of HD 209458b, which also similarly
corrected for these systematic trends (Brown 2001; Ballester et al.
2007; Knutson et al. 2007b; Sing et al. 2008a). With the additional
correction of position-related trends (see Fig. 1), we were able to
increase the extracted S/N to values of 14 000 per image, which
is ∼80 per cent of the Poisson-limited value. These additional free
parameters in the fit are also justified by the BIC as well as a reduced
χ 2

ν value. In a fit excluding the position-dependent systematic trends
for the first STIS visit, we find a BIC value of 277 from a fit with 73
degrees of freedom (DOF), eight free parameters and a reduced χ 2

ν

of 3.31. Including the position-related trends lowers the BIC value
to 202 from a fit with 70 DOF, 11 free parameters and a reduced χ 2

ν

of 2.19. In the final white light-curve fits, the uncertainty in fitting
for instrument-related systematic trends accounts for ∼20 per cent
of the final Rpl/Rstar error budget.

3.2 Limb darkening

At near-UV and blue optical wavelengths, the stellar limb darken-
ing is strong, and in general not well reproduced by standard 1D
stellar atmospheric models. We account for the strong near-UV and
optical limb darkening following three different prescriptions: fit-
ting for the limb-darkening coefficients; computing limb-darkening

coefficients with 1D stellar atmospheric models and finally using a
fully 3D time-dependent hydrodynamic stellar atmospheric model.
We computed limb-darkening coefficients for the linear law

I (µ)
I (1)

= 1 − u(1 − µ) (1)

as well as the Claret (2000) four-parameter limb-darkening law

I (µ)
I (1)

= 1 − c1(1 − µ1/2) − c2(1 − µ)

− c3(1 − µ3/2) − c4(1 − µ2). (2)

For the 1D models, we followed the procedures of Sing (2010)
using 1D Kurucz ATLAS models2 and the transmission function
of the G430L grating (see Table 1). The four-parameter law is the
best representation of the stellar model intensity distribution itself,
while the linear law is the most useful in this study when fitting for
the coefficients from the transit light curves.

We constructed a 3D time-dependent hydrodynamical model at-
mosphere using the STAGGERCODE (Nordlund & Galsgaard 1995) with
a resolution of 2403 grid points, spanning 4 × 4 Mm2 on the hori-
zontal axes and 2.2 Mm on the vertical axis. The simulation has a
time-average effective temperature ⟨Teff⟩ = 5050 K, surface gravity
log g = 4.53 and metallicity [Fe/H] = 0.0 (based on the solar com-
position of Asplund, Grevesse & Sauval 2005), which is close to the
stellar parameters of Bouchy et al. (2005). Full 3D radiative transfer
was computed in local thermodynamic equilibrium (LTE) based on
continuous and spectral line opacities provided by Trampedach (in
preparation) and Plez (private communication); see also Gustafsson
et al. (2008). We obtain monochromatic surface intensities Iλ(µ, φ,
x, y, t) with a sampling of λ/%λ = 20 000 in wavelength for 17
polar angles µ, four azimuthal angles φ and a time series of 10
snapshots that span ≈30 min of stellar time t, with a horizontal res-
olution of 120 × 120 grid points in x and y. Limb-darkening laws
I(µ)/I(1) (see Fig. 4) were derived by averaging Iλ(µ, φ, x, y, t)
over horizontal grid, azimuth angle and time, providing a statistical
representation of the surface granulation, and integrating over each
bandpass and the transmission function; the result was normalized
to the disc-centre intensity at µ = 1. A more detailed description of
the 3D model will be given in a forthcoming paper by WH.

While limb darkening is stronger at near-UV and blue wave-
lengths, compared to the red and near-infrared, the white light stel-
lar intensity profile is also predicted to be close to linear (see Fig. 4).
Fortunately, a linear stellar intensity profile makes it much easier to
compare fit limb-darkening coefficients to model values, because it
is less ambiguous as to which limb-darkening law to choose and
because the fit is not complicated by degeneracies when fitting for
multiple limb-darkening coefficients. In the white light-curve fits,
we performed fits allowing the linear coefficient term to vary freely,
as well as fits setting the coefficients to their 1D and 3D predicted
values with the four-parameter law. The resulting coefficients are
given in Table 1. Given the phase coverage between our two HST
visits, and the observed occulted stellar spots in each visit, it is
much more straightforward to compare model limb darkening from
visit 1, which is largely occulted-spot free. Using the linear limb-
darkening law, we find ufit,white = 0.816 ± 0.019 for visit 1 (see
Table 1). The fit coefficient is within 1σ of an appropriate ATLAS
model (u1Dmodel = 0.8326 for Teff = 5000 K, log g = 4.5, [Fe/H] =
0.0 and vturb = 2 km s−1) and within 1σ of the 3D model, which pre-
dicts u3D = 0.8305. For visit 1, the freely fit linear limb-darkening

2 http://kurucz.harvard.edu
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Figure 8. Plotted is the occulted-spot feature from visit 2 at (top to bottom)
3300, 3950, 4450, 4950 and 5450 Å along with the best-fitting spot solution.

Figure 9. STIS G430L visit 2 light-curve residuals at (bottom to top) 3300,
3950, 4450, 4950 and 5450 Å with an arbitrary offset.

wavelength λ compared to a reference wavelength λ0 will be

"fλ/"fλ0 =
(

1 − F
Tspot
λ

F Tstar
λ

) /(
1 −

F
Tspot
λ0

F Tstar
λ0

)
, (3)

where FT
λ is the surface brightness of the stellar atmosphere models

at temperature T and wavelength λ. We also plot in the figure the
results of the same procedure for the ACS visit in Pont et al. (2008).

Fig. 10 shows that the spectrum of the occulted spots is well
constrained, corresponding to the models with spots at least 750 K
cooler than the stellar surface. Although the difference spectrum of
the occulted spot is coherent with the expectation in overall shape,
the 5000 Å MgH feature is weaker than expected. This does not
have a significant impact on the present study, but we point it out as
a possible intriguing feature of star-spots on HD 189733.

3.5.2 Unocculted spots

Since the time-scale of spot variability is much longer than the
planet crossing time during transits (Prot ≃ 12 d versus T tr ≃ 1.5 h
for HD 189733), unocculted spots can be considered as station-
ary during a transit, and their effect will correspond to a fixed
wavelength-dependent correction on the transit depth.

Figure 10. Spectral signature of the stellar spots occultation derived from
the STIS G430L (closed black and green symbols) and ACS (open symbols)
data. The spot is modelled with stellar atmospheric models of different
temperatures ranging from 4750 to 3500 K in 250 K intervals (blue to orange,
respectively), and Teff = 5000 K for the stellar temperature.

As in Pont et al. (2008), we model the effects of unocculted spots
by assuming that the emission spectrum of spots corresponds to
a stellar spectrum of lower temperature than the rest of the star
covering a fraction of the stellar surface and assuming no change in
the surface brightness outside spots. We neglect the effect of faculae
on the transmission spectrum. The spots then lead to an overall
dimming of the star. Under these assumptions, to reach the same
level of flux dimming, higher spot temperatures require a greater
fraction of stellar surface covered by spots. These assumptions are
now supported by the behaviour in several HST visits. The signature
on the flux of occulted spots is frequently seen (to the point in
fact that no entirely spot-free visit was encountered among our
nine visits), and the occulted spots observed have the expected red
signature (Fig. 10; Pont et al. 2008). No detectable facula occultation
is observed (a facular occultation would result in a sharp flux drop
during the transit with a blue spectral signature). In Section 3.5.4,
we present a further test in support of the validity of this assumption.

Under the assumption that the stellar flux is a combination of a
surface at T = Tstar and spots at T = Tspot causing a total dimming
"f (λ0, t), the corrections to the transit depth d at wavelength λ and
radius ratio due to unocculted spots will be

"d

d
= "f (λ0, t)

(
1 − F

Tspot
λ

F Tstar
λ

) /(
1 −

F
Tspot
λ0

F Tstar
λ0

)
(4)

and

"(Rpl/Rstar) ≃ 1
2

"d

d
(Rpl/Rstar). (5)

A similar formalism is given in Berta et al. (2011). Fig. 11 shows
the correction for unocculted spots for "f (λ0, t) = 1 per cent at
λ0 = 6000 Å for different spot temperatures. The influence over the
transmission spectrum on the STIS wavelength range is of the order
of 2 × 10−3 Rpl/Rstar, which is ∼five times smaller than the observed
variations (see Section 4), suggesting that the uncertainties on the
first-order correction for unocculted spots only add a small contri-
bution to the final errors on the planetary transmission spectrum
(Pont et al. 2008).
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Figure 8. Plotted is the occulted-spot feature from visit 2 at (top to bottom)
3300, 3950, 4450, 4950 and 5450 Å along with the best-fitting spot solution.

Figure 9. STIS G430L visit 2 light-curve residuals at (bottom to top) 3300,
3950, 4450, 4950 and 5450 Å with an arbitrary offset.
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where FT
λ is the surface brightness of the stellar atmosphere models

at temperature T and wavelength λ. We also plot in the figure the
results of the same procedure for the ACS visit in Pont et al. (2008).

Fig. 10 shows that the spectrum of the occulted spots is well
constrained, corresponding to the models with spots at least 750 K
cooler than the stellar surface. Although the difference spectrum of
the occulted spot is coherent with the expectation in overall shape,
the 5000 Å MgH feature is weaker than expected. This does not
have a significant impact on the present study, but we point it out as
a possible intriguing feature of star-spots on HD 189733.

3.5.2 Unocculted spots

Since the time-scale of spot variability is much longer than the
planet crossing time during transits (Prot ≃ 12 d versus T tr ≃ 1.5 h
for HD 189733), unocculted spots can be considered as station-
ary during a transit, and their effect will correspond to a fixed
wavelength-dependent correction on the transit depth.

Figure 10. Spectral signature of the stellar spots occultation derived from
the STIS G430L (closed black and green symbols) and ACS (open symbols)
data. The spot is modelled with stellar atmospheric models of different
temperatures ranging from 4750 to 3500 K in 250 K intervals (blue to orange,
respectively), and Teff = 5000 K for the stellar temperature.

As in Pont et al. (2008), we model the effects of unocculted spots
by assuming that the emission spectrum of spots corresponds to
a stellar spectrum of lower temperature than the rest of the star
covering a fraction of the stellar surface and assuming no change in
the surface brightness outside spots. We neglect the effect of faculae
on the transmission spectrum. The spots then lead to an overall
dimming of the star. Under these assumptions, to reach the same
level of flux dimming, higher spot temperatures require a greater
fraction of stellar surface covered by spots. These assumptions are
now supported by the behaviour in several HST visits. The signature
on the flux of occulted spots is frequently seen (to the point in
fact that no entirely spot-free visit was encountered among our
nine visits), and the occulted spots observed have the expected red
signature (Fig. 10; Pont et al. 2008). No detectable facula occultation
is observed (a facular occultation would result in a sharp flux drop
during the transit with a blue spectral signature). In Section 3.5.4,
we present a further test in support of the validity of this assumption.

Under the assumption that the stellar flux is a combination of a
surface at T = Tstar and spots at T = Tspot causing a total dimming
"f (λ0, t), the corrections to the transit depth d at wavelength λ and
radius ratio due to unocculted spots will be
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d
= "f (λ0, t)

(
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Tspot
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F
Tspot
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)
(4)

and

"(Rpl/Rstar) ≃ 1
2
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(Rpl/Rstar). (5)

A similar formalism is given in Berta et al. (2011). Fig. 11 shows
the correction for unocculted spots for "f (λ0, t) = 1 per cent at
λ0 = 6000 Å for different spot temperatures. The influence over the
transmission spectrum on the STIS wavelength range is of the order
of 2 × 10−3 Rpl/Rstar, which is ∼five times smaller than the observed
variations (see Section 4), suggesting that the uncertainties on the
first-order correction for unocculted spots only add a small contri-
bution to the final errors on the planetary transmission spectrum
(Pont et al. 2008).
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Figure 3. STIS white light curve for visit 1 (black) and visit 2 (red) with
the instrument trends removed. The points showing occulted spot features
are indicated with boxes. The best-fitting transit models for both visits are
shown in grey using the unspotted points.

3.1 Instrument systematic trends

As in past STIS studies, we applied orbit-to-orbit flux corrections
by fitting for a fourth-order polynomial to the photometric time
series, phased on the HST orbital period. The systematic trends
were fit simultaneously with the transit parameters in the fit. Higher
order polynomial fits were not statistically justified, based upon
the Bayesian information criteria (BIC; Schwarz 1978). Compared
to the standard χ 2, the BIC penalizes models with larger num-
bers of free parameters, giving a useful criterion to help select
between different models with different numbers of free param-
eters, and helps ensure that the preferred model does not over-
fit the data. The baseline flux level of each visit was let free to
vary in time linearly, described by two fit parameters. In addi-
tion, we found it useful to also fit for further systematic trends
which correlated with the detector position of the spectra, as de-
termined from a linear spectral trace in IRAF and the dispersion-
direction subpixel shift between spectral exposures, measured by
cross-correlation.

We found that fitting the systematic trends with a fourth-order
polynomial HST orbital period correction and linear baseline limited
S/N values to the range of 9000 to 10 000 (precisions levels of 0.011
to 0.01 per cent). These limiting values match similar previous
pre-SM4 STIS observations of HD 209458b, which also similarly
corrected for these systematic trends (Brown 2001; Ballester et al.
2007; Knutson et al. 2007b; Sing et al. 2008a). With the additional
correction of position-related trends (see Fig. 1), we were able to
increase the extracted S/N to values of 14 000 per image, which
is ∼80 per cent of the Poisson-limited value. These additional free
parameters in the fit are also justified by the BIC as well as a reduced
χ 2

ν value. In a fit excluding the position-dependent systematic trends
for the first STIS visit, we find a BIC value of 277 from a fit with 73
degrees of freedom (DOF), eight free parameters and a reduced χ 2

ν

of 3.31. Including the position-related trends lowers the BIC value
to 202 from a fit with 70 DOF, 11 free parameters and a reduced χ 2

ν

of 2.19. In the final white light-curve fits, the uncertainty in fitting
for instrument-related systematic trends accounts for ∼20 per cent
of the final Rpl/Rstar error budget.

3.2 Limb darkening

At near-UV and blue optical wavelengths, the stellar limb darken-
ing is strong, and in general not well reproduced by standard 1D
stellar atmospheric models. We account for the strong near-UV and
optical limb darkening following three different prescriptions: fit-
ting for the limb-darkening coefficients; computing limb-darkening

coefficients with 1D stellar atmospheric models and finally using a
fully 3D time-dependent hydrodynamic stellar atmospheric model.
We computed limb-darkening coefficients for the linear law

I (µ)
I (1)

= 1 − u(1 − µ) (1)

as well as the Claret (2000) four-parameter limb-darkening law

I (µ)
I (1)

= 1 − c1(1 − µ1/2) − c2(1 − µ)

− c3(1 − µ3/2) − c4(1 − µ2). (2)

For the 1D models, we followed the procedures of Sing (2010)
using 1D Kurucz ATLAS models2 and the transmission function
of the G430L grating (see Table 1). The four-parameter law is the
best representation of the stellar model intensity distribution itself,
while the linear law is the most useful in this study when fitting for
the coefficients from the transit light curves.

We constructed a 3D time-dependent hydrodynamical model at-
mosphere using the STAGGERCODE (Nordlund & Galsgaard 1995) with
a resolution of 2403 grid points, spanning 4 × 4 Mm2 on the hori-
zontal axes and 2.2 Mm on the vertical axis. The simulation has a
time-average effective temperature ⟨Teff⟩ = 5050 K, surface gravity
log g = 4.53 and metallicity [Fe/H] = 0.0 (based on the solar com-
position of Asplund, Grevesse & Sauval 2005), which is close to the
stellar parameters of Bouchy et al. (2005). Full 3D radiative transfer
was computed in local thermodynamic equilibrium (LTE) based on
continuous and spectral line opacities provided by Trampedach (in
preparation) and Plez (private communication); see also Gustafsson
et al. (2008). We obtain monochromatic surface intensities Iλ(µ, φ,
x, y, t) with a sampling of λ/%λ = 20 000 in wavelength for 17
polar angles µ, four azimuthal angles φ and a time series of 10
snapshots that span ≈30 min of stellar time t, with a horizontal res-
olution of 120 × 120 grid points in x and y. Limb-darkening laws
I(µ)/I(1) (see Fig. 4) were derived by averaging Iλ(µ, φ, x, y, t)
over horizontal grid, azimuth angle and time, providing a statistical
representation of the surface granulation, and integrating over each
bandpass and the transmission function; the result was normalized
to the disc-centre intensity at µ = 1. A more detailed description of
the 3D model will be given in a forthcoming paper by WH.

While limb darkening is stronger at near-UV and blue wave-
lengths, compared to the red and near-infrared, the white light stel-
lar intensity profile is also predicted to be close to linear (see Fig. 4).
Fortunately, a linear stellar intensity profile makes it much easier to
compare fit limb-darkening coefficients to model values, because it
is less ambiguous as to which limb-darkening law to choose and
because the fit is not complicated by degeneracies when fitting for
multiple limb-darkening coefficients. In the white light-curve fits,
we performed fits allowing the linear coefficient term to vary freely,
as well as fits setting the coefficients to their 1D and 3D predicted
values with the four-parameter law. The resulting coefficients are
given in Table 1. Given the phase coverage between our two HST
visits, and the observed occulted stellar spots in each visit, it is
much more straightforward to compare model limb darkening from
visit 1, which is largely occulted-spot free. Using the linear limb-
darkening law, we find ufit,white = 0.816 ± 0.019 for visit 1 (see
Table 1). The fit coefficient is within 1σ of an appropriate ATLAS
model (u1Dmodel = 0.8326 for Teff = 5000 K, log g = 4.5, [Fe/H] =
0.0 and vturb = 2 km s−1) and within 1σ of the 3D model, which pre-
dicts u3D = 0.8305. For visit 1, the freely fit linear limb-darkening

2 http://kurucz.harvard.edu
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Figure 8. Plotted is the occulted-spot feature from visit 2 at (top to bottom)
3300, 3950, 4450, 4950 and 5450 Å along with the best-fitting spot solution.

Figure 9. STIS G430L visit 2 light-curve residuals at (bottom to top) 3300,
3950, 4450, 4950 and 5450 Å with an arbitrary offset.
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where FT
λ is the surface brightness of the stellar atmosphere models

at temperature T and wavelength λ. We also plot in the figure the
results of the same procedure for the ACS visit in Pont et al. (2008).

Fig. 10 shows that the spectrum of the occulted spots is well
constrained, corresponding to the models with spots at least 750 K
cooler than the stellar surface. Although the difference spectrum of
the occulted spot is coherent with the expectation in overall shape,
the 5000 Å MgH feature is weaker than expected. This does not
have a significant impact on the present study, but we point it out as
a possible intriguing feature of star-spots on HD 189733.

3.5.2 Unocculted spots

Since the time-scale of spot variability is much longer than the
planet crossing time during transits (Prot ≃ 12 d versus T tr ≃ 1.5 h
for HD 189733), unocculted spots can be considered as station-
ary during a transit, and their effect will correspond to a fixed
wavelength-dependent correction on the transit depth.

Figure 10. Spectral signature of the stellar spots occultation derived from
the STIS G430L (closed black and green symbols) and ACS (open symbols)
data. The spot is modelled with stellar atmospheric models of different
temperatures ranging from 4750 to 3500 K in 250 K intervals (blue to orange,
respectively), and Teff = 5000 K for the stellar temperature.

As in Pont et al. (2008), we model the effects of unocculted spots
by assuming that the emission spectrum of spots corresponds to
a stellar spectrum of lower temperature than the rest of the star
covering a fraction of the stellar surface and assuming no change in
the surface brightness outside spots. We neglect the effect of faculae
on the transmission spectrum. The spots then lead to an overall
dimming of the star. Under these assumptions, to reach the same
level of flux dimming, higher spot temperatures require a greater
fraction of stellar surface covered by spots. These assumptions are
now supported by the behaviour in several HST visits. The signature
on the flux of occulted spots is frequently seen (to the point in
fact that no entirely spot-free visit was encountered among our
nine visits), and the occulted spots observed have the expected red
signature (Fig. 10; Pont et al. 2008). No detectable facula occultation
is observed (a facular occultation would result in a sharp flux drop
during the transit with a blue spectral signature). In Section 3.5.4,
we present a further test in support of the validity of this assumption.

Under the assumption that the stellar flux is a combination of a
surface at T = Tstar and spots at T = Tspot causing a total dimming
"f (λ0, t), the corrections to the transit depth d at wavelength λ and
radius ratio due to unocculted spots will be

"d

d
= "f (λ0, t)

(
1 − F

Tspot
λ

F Tstar
λ

) /(
1 −

F
Tspot
λ0

F Tstar
λ0

)
(4)

and

"(Rpl/Rstar) ≃ 1
2

"d

d
(Rpl/Rstar). (5)

A similar formalism is given in Berta et al. (2011). Fig. 11 shows
the correction for unocculted spots for "f (λ0, t) = 1 per cent at
λ0 = 6000 Å for different spot temperatures. The influence over the
transmission spectrum on the STIS wavelength range is of the order
of 2 × 10−3 Rpl/Rstar, which is ∼five times smaller than the observed
variations (see Section 4), suggesting that the uncertainties on the
first-order correction for unocculted spots only add a small contri-
bution to the final errors on the planetary transmission spectrum
(Pont et al. 2008).
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Figure 8. Plotted is the occulted-spot feature from visit 2 at (top to bottom)
3300, 3950, 4450, 4950 and 5450 Å along with the best-fitting spot solution.

Figure 9. STIS G430L visit 2 light-curve residuals at (bottom to top) 3300,
3950, 4450, 4950 and 5450 Å with an arbitrary offset.
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, (3)
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λ is the surface brightness of the stellar atmosphere models

at temperature T and wavelength λ. We also plot in the figure the
results of the same procedure for the ACS visit in Pont et al. (2008).
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constrained, corresponding to the models with spots at least 750 K
cooler than the stellar surface. Although the difference spectrum of
the occulted spot is coherent with the expectation in overall shape,
the 5000 Å MgH feature is weaker than expected. This does not
have a significant impact on the present study, but we point it out as
a possible intriguing feature of star-spots on HD 189733.

3.5.2 Unocculted spots

Since the time-scale of spot variability is much longer than the
planet crossing time during transits (Prot ≃ 12 d versus T tr ≃ 1.5 h
for HD 189733), unocculted spots can be considered as station-
ary during a transit, and their effect will correspond to a fixed
wavelength-dependent correction on the transit depth.

Figure 10. Spectral signature of the stellar spots occultation derived from
the STIS G430L (closed black and green symbols) and ACS (open symbols)
data. The spot is modelled with stellar atmospheric models of different
temperatures ranging from 4750 to 3500 K in 250 K intervals (blue to orange,
respectively), and Teff = 5000 K for the stellar temperature.

As in Pont et al. (2008), we model the effects of unocculted spots
by assuming that the emission spectrum of spots corresponds to
a stellar spectrum of lower temperature than the rest of the star
covering a fraction of the stellar surface and assuming no change in
the surface brightness outside spots. We neglect the effect of faculae
on the transmission spectrum. The spots then lead to an overall
dimming of the star. Under these assumptions, to reach the same
level of flux dimming, higher spot temperatures require a greater
fraction of stellar surface covered by spots. These assumptions are
now supported by the behaviour in several HST visits. The signature
on the flux of occulted spots is frequently seen (to the point in
fact that no entirely spot-free visit was encountered among our
nine visits), and the occulted spots observed have the expected red
signature (Fig. 10; Pont et al. 2008). No detectable facula occultation
is observed (a facular occultation would result in a sharp flux drop
during the transit with a blue spectral signature). In Section 3.5.4,
we present a further test in support of the validity of this assumption.

Under the assumption that the stellar flux is a combination of a
surface at T = Tstar and spots at T = Tspot causing a total dimming
"f (λ0, t), the corrections to the transit depth d at wavelength λ and
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the correction for unocculted spots for "f (λ0, t) = 1 per cent at
λ0 = 6000 Å for different spot temperatures. The influence over the
transmission spectrum on the STIS wavelength range is of the order
of 2 × 10−3 Rpl/Rstar, which is ∼five times smaller than the observed
variations (see Section 4), suggesting that the uncertainties on the
first-order correction for unocculted spots only add a small contri-
bution to the final errors on the planetary transmission spectrum
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Figure 3. STIS white light curve for visit 1 (black) and visit 2 (red) with
the instrument trends removed. The points showing occulted spot features
are indicated with boxes. The best-fitting transit models for both visits are
shown in grey using the unspotted points.

3.1 Instrument systematic trends

As in past STIS studies, we applied orbit-to-orbit flux corrections
by fitting for a fourth-order polynomial to the photometric time
series, phased on the HST orbital period. The systematic trends
were fit simultaneously with the transit parameters in the fit. Higher
order polynomial fits were not statistically justified, based upon
the Bayesian information criteria (BIC; Schwarz 1978). Compared
to the standard χ 2, the BIC penalizes models with larger num-
bers of free parameters, giving a useful criterion to help select
between different models with different numbers of free param-
eters, and helps ensure that the preferred model does not over-
fit the data. The baseline flux level of each visit was let free to
vary in time linearly, described by two fit parameters. In addi-
tion, we found it useful to also fit for further systematic trends
which correlated with the detector position of the spectra, as de-
termined from a linear spectral trace in IRAF and the dispersion-
direction subpixel shift between spectral exposures, measured by
cross-correlation.

We found that fitting the systematic trends with a fourth-order
polynomial HST orbital period correction and linear baseline limited
S/N values to the range of 9000 to 10 000 (precisions levels of 0.011
to 0.01 per cent). These limiting values match similar previous
pre-SM4 STIS observations of HD 209458b, which also similarly
corrected for these systematic trends (Brown 2001; Ballester et al.
2007; Knutson et al. 2007b; Sing et al. 2008a). With the additional
correction of position-related trends (see Fig. 1), we were able to
increase the extracted S/N to values of 14 000 per image, which
is ∼80 per cent of the Poisson-limited value. These additional free
parameters in the fit are also justified by the BIC as well as a reduced
χ 2

ν value. In a fit excluding the position-dependent systematic trends
for the first STIS visit, we find a BIC value of 277 from a fit with 73
degrees of freedom (DOF), eight free parameters and a reduced χ 2

ν

of 3.31. Including the position-related trends lowers the BIC value
to 202 from a fit with 70 DOF, 11 free parameters and a reduced χ 2

ν

of 2.19. In the final white light-curve fits, the uncertainty in fitting
for instrument-related systematic trends accounts for ∼20 per cent
of the final Rpl/Rstar error budget.

3.2 Limb darkening

At near-UV and blue optical wavelengths, the stellar limb darken-
ing is strong, and in general not well reproduced by standard 1D
stellar atmospheric models. We account for the strong near-UV and
optical limb darkening following three different prescriptions: fit-
ting for the limb-darkening coefficients; computing limb-darkening

coefficients with 1D stellar atmospheric models and finally using a
fully 3D time-dependent hydrodynamic stellar atmospheric model.
We computed limb-darkening coefficients for the linear law

I (µ)
I (1)

= 1 − u(1 − µ) (1)

as well as the Claret (2000) four-parameter limb-darkening law

I (µ)
I (1)

= 1 − c1(1 − µ1/2) − c2(1 − µ)

− c3(1 − µ3/2) − c4(1 − µ2). (2)

For the 1D models, we followed the procedures of Sing (2010)
using 1D Kurucz ATLAS models2 and the transmission function
of the G430L grating (see Table 1). The four-parameter law is the
best representation of the stellar model intensity distribution itself,
while the linear law is the most useful in this study when fitting for
the coefficients from the transit light curves.

We constructed a 3D time-dependent hydrodynamical model at-
mosphere using the STAGGERCODE (Nordlund & Galsgaard 1995) with
a resolution of 2403 grid points, spanning 4 × 4 Mm2 on the hori-
zontal axes and 2.2 Mm on the vertical axis. The simulation has a
time-average effective temperature ⟨Teff⟩ = 5050 K, surface gravity
log g = 4.53 and metallicity [Fe/H] = 0.0 (based on the solar com-
position of Asplund, Grevesse & Sauval 2005), which is close to the
stellar parameters of Bouchy et al. (2005). Full 3D radiative transfer
was computed in local thermodynamic equilibrium (LTE) based on
continuous and spectral line opacities provided by Trampedach (in
preparation) and Plez (private communication); see also Gustafsson
et al. (2008). We obtain monochromatic surface intensities Iλ(µ, φ,
x, y, t) with a sampling of λ/%λ = 20 000 in wavelength for 17
polar angles µ, four azimuthal angles φ and a time series of 10
snapshots that span ≈30 min of stellar time t, with a horizontal res-
olution of 120 × 120 grid points in x and y. Limb-darkening laws
I(µ)/I(1) (see Fig. 4) were derived by averaging Iλ(µ, φ, x, y, t)
over horizontal grid, azimuth angle and time, providing a statistical
representation of the surface granulation, and integrating over each
bandpass and the transmission function; the result was normalized
to the disc-centre intensity at µ = 1. A more detailed description of
the 3D model will be given in a forthcoming paper by WH.

While limb darkening is stronger at near-UV and blue wave-
lengths, compared to the red and near-infrared, the white light stel-
lar intensity profile is also predicted to be close to linear (see Fig. 4).
Fortunately, a linear stellar intensity profile makes it much easier to
compare fit limb-darkening coefficients to model values, because it
is less ambiguous as to which limb-darkening law to choose and
because the fit is not complicated by degeneracies when fitting for
multiple limb-darkening coefficients. In the white light-curve fits,
we performed fits allowing the linear coefficient term to vary freely,
as well as fits setting the coefficients to their 1D and 3D predicted
values with the four-parameter law. The resulting coefficients are
given in Table 1. Given the phase coverage between our two HST
visits, and the observed occulted stellar spots in each visit, it is
much more straightforward to compare model limb darkening from
visit 1, which is largely occulted-spot free. Using the linear limb-
darkening law, we find ufit,white = 0.816 ± 0.019 for visit 1 (see
Table 1). The fit coefficient is within 1σ of an appropriate ATLAS
model (u1Dmodel = 0.8326 for Teff = 5000 K, log g = 4.5, [Fe/H] =
0.0 and vturb = 2 km s−1) and within 1σ of the 3D model, which pre-
dicts u3D = 0.8305. For visit 1, the freely fit linear limb-darkening

2 http://kurucz.harvard.edu
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Detection of Convective Downflows
in a Sunspot Penumbra
G. B. Scharmer,1* V. M. J. Henriques,1 D. Kiselman,1 J. de la Cruz Rodríguez2

The fine structure and dynamics of sunspots and the strong outflow in their outer filamentary
part—the penumbra—have puzzled astronomers for more than a century. Recent theoretical
models and three-dimensional numerical simulations explain the penumbral filaments and
their radiative energy output as the result of overturning convection. Here, we describe the
detection of ubiquitous, relatively dark downward flows of up to 1 kilometer per second (km/s)
in the interior penumbra, using imaging spectropolarimetric data from the Swedish 1-meter
Solar Telescope. The dark downflows are omnipresent in the interior penumbra, distinguishing
them from flows in arched flux tubes, and are associated with strong (3 to 3.5 km/s) radial
outflows. They are thus part of a penumbral convective flow pattern, with the Evershed flow
representing the horizontal component of that convection.

Asunspot consists of a central dark umbra
with intermittent bright dots and a sur-
rounding extended filamentary penum-

bra (Fig. 1). The penumbra shows a complex

dynamic fine structure with azimuthally strongly
variable radial (Evershed) outflows (1), magnetic
field strength, and field inclination.When observed
even at high spatial resolution, the penumbral flows

appear to consist of primarily radial outflows,
upflows in the inner penumbra, and outflows in
the outer penumbra, consistent with a description
in terms of flows in arched flux tubes (2). How-
ever, such tubes cannot carry the energy needed to
supply radiative losses; only convective vertical
flows can do that (3–8). Recent models (4, 5) and
simulations (6–9) explain the filamentary structure
as the result of overturning convection, with the
symmetry broken by the inclined magnetic field
and the Evershed flow corresponding to the hor-
izontal component of that convection (10). Fila-
ment dynamics in sunspots observed well away
from the solar disk center give some support to the
convection models (11–14), but direct evidence
for convection—a system of both upflows and

1Institute for Solar Physics of the Royal Swedish Academy of
Sciences, and Department of Astronomy at Stockholm Uni-
versity, AlbaNova University Center, SE-10691 Stockholm,
Sweden. 2Institute for Theoretical Astrophysics, University of
Oslo, Post Office Box 1029 Blindern, 0315 Oslo, Norway.
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Fig. 1. Continuum image (A) and
Doppler map (B) of the part of the
field of view (FOV) containing the sun-
spot and its immediate surroundings,
color-coded such that blue corresponds
to motions toward and red away from
the observer. The white contour outlines
the region analyzed for convective flows;
we refer to this as the “interior penum-
bra.” The arrow points in the direction
of the center of the solar disk (the di-
rection to the observer). The overall
blue color on the left and red on the
right parts of the spot are mostly from
strong horizontal (Evershed) flows. Su-
perimposed on these flows are local
upflows and downflows. A light bridge
protrudes into the dark part of the sun-
spot from the upper part of the penum-
bra. Tick marks are in arc seconds; the
FOV covers ~33 by 34 arc sec.
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The fine structure and dynamics of sunspots and the strong outflow in their outer filamentary
part—the penumbra—have puzzled astronomers for more than a century. Recent theoretical
models and three-dimensional numerical simulations explain the penumbral filaments and
their radiative energy output as the result of overturning convection. Here, we describe the
detection of ubiquitous, relatively dark downward flows of up to 1 kilometer per second (km/s)
in the interior penumbra, using imaging spectropolarimetric data from the Swedish 1-meter
Solar Telescope. The dark downflows are omnipresent in the interior penumbra, distinguishing
them from flows in arched flux tubes, and are associated with strong (3 to 3.5 km/s) radial
outflows. They are thus part of a penumbral convective flow pattern, with the Evershed flow
representing the horizontal component of that convection.
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Fig. 1. Continuum image (A) and
Doppler map (B) of the part of the
field of view (FOV) containing the sun-
spot and its immediate surroundings,
color-coded such that blue corresponds
to motions toward and red away from
the observer. The white contour outlines
the region analyzed for convective flows;
we refer to this as the “interior penum-
bra.” The arrow points in the direction
of the center of the solar disk (the di-
rection to the observer). The overall
blue color on the left and red on the
right parts of the spot are mostly from
strong horizontal (Evershed) flows. Su-
perimposed on these flows are local
upflows and downflows. A light bridge
protrudes into the dark part of the sun-
spot from the upper part of the penum-
bra. Tick marks are in arc seconds; the
FOV covers ~33 by 34 arc sec.

A B

15 JULY 2011 VOL 333 SCIENCE www.sciencemag.org316

 o
n 

M
ay

 1
6,

 2
01

3
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fro
m

 

Doppler  
measurement  

in umbra 
affected by  
blend with  

molecular line 

as due to MgH but the feature apparently is a blend of several lines. Inspection of synthetic
stellar spectra from the (36) database hints that they are due to C2 or other carbon-containing
molecules. In Fig. S5 we show plots of the measured umbral spectrum with wavelength offsets
given relative to the derived rest wavelength of the C I line. For comparison we show also the
averaged spectrum from the granulation surrounding the spot and the nearby plage. The umbral
spectrum shows evidence of three blends in addition to the central absorption that is stronger
than in granulation and also must be a blend.

The molecular blends are strong in the umbra but disappear rapidly at higher tempera-
tures. Figure S6 (left panel) shows spectra for the bright (0.20 < Ic < 0.45), dark (Ic < 0.20)
and for all umbral structures. The spectrum for the dark parts of the penumbra (right panel)
shows only a weak blend in its blue end; the same feature is noticeable also in the spectrum for
the dark granular features (Fig. S4). That the spectral line is dominated by CI in the penum-
bra is also evident from the fact that the line strength increases with intensity, as is the case
for granulation, while the opposite is true for the umbra, as seen in Fig. S6. We show in this
Figure also the correlation between intensity and Doppler shift in the umbra. This plot shows a
progressively increasing blueshift with decreasing intensity that is consistent with a blueshifted
blend increasing in strength at lower temperature, opposite to what is expected for any umbral
convection.

Our conclusion from these data is that the umbral spectrum is dominated by a strong
blend shifted by about 30–35 mÅ to the blue of the C I line, whereas the C I line must disappear
at these low temperatures. In the dark parts of the penumbra and granules outside the sunspot,
the C I line dominates. Finally, we note that any influence of this blend on the penumbra spectra
would be to give blueshifts in the Doppler maps and thus tend to suppress, rather than amplify,
our measured downflow velocities.
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Figure S5: The left plot shows sets of averaged with straylight compensation (α = 0.6,W2 = 1.′′2) averaged over the
umbra, granulation and plage. The effects of blends is evident in the umbral spectrum. Note also that the central
absorption is stronger in the umbra than in granulation. The right plot show the spectra for bright, dark and all
penumbra structure. The penumbral line strengthens with intensity, as is the case for granulation (Fig. S4).

1.4 Measurements of average radial and vertical velocities
1.4.1 Fits of azimuthal variations of Doppler velocities and integrated Stokes V

The sunspot observed is rather irregular, but the filamentary structures look mostly similar on
the disk center and limb sides, justifying the assumption that also the penumbral flow properties
are similar on the two sides of the spot. Based on this, we make fits of the measured azimuthal

Scharmer et al., Science, 2011
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Spectral line asymmetries in “normal” photosphere
Granulation as an astrophysical noise source 3

Fig. 1.— An example of our simulation of solar granulation (left) in the white-light continuum (417 nm) compared to observations (right).
The observations were taken with the Rapid Oscillation in the Solar Atmosphere (ROSA) imaging system on the Dunn Solar Telescope.
The contrast in the observations is reduced due to seeing effects.

1000 G, was based on how well the four profile compo-
nents could reconstruct the original simulated line pro-
files; the procedure of reconstruction is discussed in Sec-
tion 3. The four profiles used to characterise the differ-
ent components of photospheric magneto-convection are
shown in Figure 2. The breadth about each component’s
respective means is representative of the precision ob-
tained. The characteristic bump seen in the MBP and
magnetic intergranular lane profiles is due to the Zeeman
splitting from the high magnetic fields present in these
components.

2.2. Removing Oscillations

Throughout the time-sequence, all profiles experience
a RV shift. An examination of Fourier power in the
pressure domain of the simulations, reveals two peaks
at around 2 and 7 mHz. We attribute these varia-
tions to the solar p-modes that contribute to the well-
known ‘5 minute’ oscillations. In order to disentangle
the granulation signal, this oscillation needs to be re-
moved from the profiles. Removing the oscillation allows
the convective motions to be viewed in detail and pre-
vents time-average component profiles from being skewed
by oscillation-induced broadening, thus allowing a more
accurate granulation parameterisation.
In order to remove the effects of the oscillation, we

shifted each component profile to fixed reference points.
The reference points were determined by first creating
initial time-average component profiles. The mean values
of the line bisector wavelengths from these initial time-
average profiles served as the reference points because
they had no knowledge of the oscillation. We then shifted
the components by their bisector mean wavelengths to
preserve shape variation due to the granulation, while si-
multaneously removing the oscillation effects. Once the
profiles were shifted to remove the oscillation, we then
used a final time-average for each component to be repre-
sentative of each granulation feature. As seen in Figure 2,
there is little variation within each component category
throughout the time-sequence, providing confidence that
the oscillation signal does not significantly affect com-

ponent profile shape and that it has been successfully
removed.

Fig. 2.— Line profiles from the entire time series for the different
physical components of granulation: granules (green), MBPs (red),
magnetic (blue) and non-magnetic (purple) intergranular lanes.
The time-average line profiles are shown in black. All components
have been shifted by their bisector mean wavelength to the bisec-
tor mean wavelength of their time-average profile to remove the
oscillation signal. The breadth about each component’s respective
means is representative of the precision obtained.

3. PARAMETERISED RECONSTRUCTION

We examined the accuracy of the four time-average line
profiles, representing the different components of photo-
spheric magneto-convection, by reconstructing the line
profiles produced by the simulations. For each granu-
lation snapshot, we recorded the proportion of the area
occupied by each component to the total area (filling fac-
tor) based on the number of Stokes I profiles in a given
category to total number in the snapshot; mean values
for these within 1σ are shown in Table 1. To reconstruct
the line profile for an entire snapshot, we multiplied each
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Fig. 1.— An example of our simulation of solar granulation (left) in the white-light continuum (417 nm) compared to observations (right).
The observations were taken with the Rapid Oscillation in the Solar Atmosphere (ROSA) imaging system on the Dunn Solar Telescope.
The contrast in the observations is reduced due to seeing effects.

1000 G, was based on how well the four profile compo-
nents could reconstruct the original simulated line pro-
files; the procedure of reconstruction is discussed in Sec-
tion 3. The four profiles used to characterise the differ-
ent components of photospheric magneto-convection are
shown in Figure 2. The breadth about each component’s
respective means is representative of the precision ob-
tained. The characteristic bump seen in the MBP and
magnetic intergranular lane profiles is due to the Zeeman
splitting from the high magnetic fields present in these
components.

2.2. Removing Oscillations

Throughout the time-sequence, all profiles experience
a RV shift. An examination of Fourier power in the
pressure domain of the simulations, reveals two peaks
at around 2 and 7 mHz. We attribute these varia-
tions to the solar p-modes that contribute to the well-
known ‘5 minute’ oscillations. In order to disentangle
the granulation signal, this oscillation needs to be re-
moved from the profiles. Removing the oscillation allows
the convective motions to be viewed in detail and pre-
vents time-average component profiles from being skewed
by oscillation-induced broadening, thus allowing a more
accurate granulation parameterisation.
In order to remove the effects of the oscillation, we

shifted each component profile to fixed reference points.
The reference points were determined by first creating
initial time-average component profiles. The mean values
of the line bisector wavelengths from these initial time-
average profiles served as the reference points because
they had no knowledge of the oscillation. We then shifted
the components by their bisector mean wavelengths to
preserve shape variation due to the granulation, while si-
multaneously removing the oscillation effects. Once the
profiles were shifted to remove the oscillation, we then
used a final time-average for each component to be repre-
sentative of each granulation feature. As seen in Figure 2,
there is little variation within each component category
throughout the time-sequence, providing confidence that
the oscillation signal does not significantly affect com-

ponent profile shape and that it has been successfully
removed.

Fig. 2.— Line profiles from the entire time series for the different
physical components of granulation: granules (green), MBPs (red),
magnetic (blue) and non-magnetic (purple) intergranular lanes.
The time-average line profiles are shown in black. All components
have been shifted by their bisector mean wavelength to the bisec-
tor mean wavelength of their time-average profile to remove the
oscillation signal. The breadth about each component’s respective
means is representative of the precision obtained.

3. PARAMETERISED RECONSTRUCTION

We examined the accuracy of the four time-average line
profiles, representing the different components of photo-
spheric magneto-convection, by reconstructing the line
profiles produced by the simulations. For each granu-
lation snapshot, we recorded the proportion of the area
occupied by each component to the total area (filling fac-
tor) based on the number of Stokes I profiles in a given
category to total number in the snapshot; mean values
for these within 1σ are shown in Table 1. To reconstruct
the line profile for an entire snapshot, we multiplied each
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Fig. 1.— An example of our simulation of solar granulation (left) in the white-light continuum (417 nm) compared to observations (right).
The observations were taken with the Rapid Oscillation in the Solar Atmosphere (ROSA) imaging system on the Dunn Solar Telescope.
The contrast in the observations is reduced due to seeing effects.

1000 G, was based on how well the four profile compo-
nents could reconstruct the original simulated line pro-
files; the procedure of reconstruction is discussed in Sec-
tion 3. The four profiles used to characterise the differ-
ent components of photospheric magneto-convection are
shown in Figure 2. The breadth about each component’s
respective means is representative of the precision ob-
tained. The characteristic bump seen in the MBP and
magnetic intergranular lane profiles is due to the Zeeman
splitting from the high magnetic fields present in these
components.

2.2. Removing Oscillations

Throughout the time-sequence, all profiles experience
a RV shift. An examination of Fourier power in the
pressure domain of the simulations, reveals two peaks
at around 2 and 7 mHz. We attribute these varia-
tions to the solar p-modes that contribute to the well-
known ‘5 minute’ oscillations. In order to disentangle
the granulation signal, this oscillation needs to be re-
moved from the profiles. Removing the oscillation allows
the convective motions to be viewed in detail and pre-
vents time-average component profiles from being skewed
by oscillation-induced broadening, thus allowing a more
accurate granulation parameterisation.
In order to remove the effects of the oscillation, we

shifted each component profile to fixed reference points.
The reference points were determined by first creating
initial time-average component profiles. The mean values
of the line bisector wavelengths from these initial time-
average profiles served as the reference points because
they had no knowledge of the oscillation. We then shifted
the components by their bisector mean wavelengths to
preserve shape variation due to the granulation, while si-
multaneously removing the oscillation effects. Once the
profiles were shifted to remove the oscillation, we then
used a final time-average for each component to be repre-
sentative of each granulation feature. As seen in Figure 2,
there is little variation within each component category
throughout the time-sequence, providing confidence that
the oscillation signal does not significantly affect com-

ponent profile shape and that it has been successfully
removed.

Fig. 2.— Line profiles from the entire time series for the different
physical components of granulation: granules (green), MBPs (red),
magnetic (blue) and non-magnetic (purple) intergranular lanes.
The time-average line profiles are shown in black. All components
have been shifted by their bisector mean wavelength to the bisec-
tor mean wavelength of their time-average profile to remove the
oscillation signal. The breadth about each component’s respective
means is representative of the precision obtained.

3. PARAMETERISED RECONSTRUCTION

We examined the accuracy of the four time-average line
profiles, representing the different components of photo-
spheric magneto-convection, by reconstructing the line
profiles produced by the simulations. For each granu-
lation snapshot, we recorded the proportion of the area
occupied by each component to the total area (filling fac-
tor) based on the number of Stokes I profiles in a given
category to total number in the snapshot; mean values
for these within 1σ are shown in Table 1. To reconstruct
the line profile for an entire snapshot, we multiplied each
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Fig. 1.— An example of our simulation of solar granulation (left) in the white-light continuum (417 nm) compared to observations (right).
The observations were taken with the Rapid Oscillation in the Solar Atmosphere (ROSA) imaging system on the Dunn Solar Telescope.
The contrast in the observations is reduced due to seeing effects.

1000 G, was based on how well the four profile compo-
nents could reconstruct the original simulated line pro-
files; the procedure of reconstruction is discussed in Sec-
tion 3. The four profiles used to characterise the differ-
ent components of photospheric magneto-convection are
shown in Figure 2. The breadth about each component’s
respective means is representative of the precision ob-
tained. The characteristic bump seen in the MBP and
magnetic intergranular lane profiles is due to the Zeeman
splitting from the high magnetic fields present in these
components.

2.2. Removing Oscillations

Throughout the time-sequence, all profiles experience
a RV shift. An examination of Fourier power in the
pressure domain of the simulations, reveals two peaks
at around 2 and 7 mHz. We attribute these varia-
tions to the solar p-modes that contribute to the well-
known ‘5 minute’ oscillations. In order to disentangle
the granulation signal, this oscillation needs to be re-
moved from the profiles. Removing the oscillation allows
the convective motions to be viewed in detail and pre-
vents time-average component profiles from being skewed
by oscillation-induced broadening, thus allowing a more
accurate granulation parameterisation.
In order to remove the effects of the oscillation, we

shifted each component profile to fixed reference points.
The reference points were determined by first creating
initial time-average component profiles. The mean values
of the line bisector wavelengths from these initial time-
average profiles served as the reference points because
they had no knowledge of the oscillation. We then shifted
the components by their bisector mean wavelengths to
preserve shape variation due to the granulation, while si-
multaneously removing the oscillation effects. Once the
profiles were shifted to remove the oscillation, we then
used a final time-average for each component to be repre-
sentative of each granulation feature. As seen in Figure 2,
there is little variation within each component category
throughout the time-sequence, providing confidence that
the oscillation signal does not significantly affect com-

ponent profile shape and that it has been successfully
removed.

Fig. 2.— Line profiles from the entire time series for the different
physical components of granulation: granules (green), MBPs (red),
magnetic (blue) and non-magnetic (purple) intergranular lanes.
The time-average line profiles are shown in black. All components
have been shifted by their bisector mean wavelength to the bisec-
tor mean wavelength of their time-average profile to remove the
oscillation signal. The breadth about each component’s respective
means is representative of the precision obtained.

3. PARAMETERISED RECONSTRUCTION

We examined the accuracy of the four time-average line
profiles, representing the different components of photo-
spheric magneto-convection, by reconstructing the line
profiles produced by the simulations. For each granu-
lation snapshot, we recorded the proportion of the area
occupied by each component to the total area (filling fac-
tor) based on the number of Stokes I profiles in a given
category to total number in the snapshot; mean values
for these within 1σ are shown in Table 1. To reconstruct
the line profile for an entire snapshot, we multiplied each
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Fig. 1.— An example of our simulation of solar granulation (left) in the white-light continuum (417 nm) compared to observations (right).
The observations were taken with the Rapid Oscillation in the Solar Atmosphere (ROSA) imaging system on the Dunn Solar Telescope.
The contrast in the observations is reduced due to seeing effects.

1000 G, was based on how well the four profile compo-
nents could reconstruct the original simulated line pro-
files; the procedure of reconstruction is discussed in Sec-
tion 3. The four profiles used to characterise the differ-
ent components of photospheric magneto-convection are
shown in Figure 2. The breadth about each component’s
respective means is representative of the precision ob-
tained. The characteristic bump seen in the MBP and
magnetic intergranular lane profiles is due to the Zeeman
splitting from the high magnetic fields present in these
components.

2.2. Removing Oscillations

Throughout the time-sequence, all profiles experience
a RV shift. An examination of Fourier power in the
pressure domain of the simulations, reveals two peaks
at around 2 and 7 mHz. We attribute these varia-
tions to the solar p-modes that contribute to the well-
known ‘5 minute’ oscillations. In order to disentangle
the granulation signal, this oscillation needs to be re-
moved from the profiles. Removing the oscillation allows
the convective motions to be viewed in detail and pre-
vents time-average component profiles from being skewed
by oscillation-induced broadening, thus allowing a more
accurate granulation parameterisation.
In order to remove the effects of the oscillation, we

shifted each component profile to fixed reference points.
The reference points were determined by first creating
initial time-average component profiles. The mean values
of the line bisector wavelengths from these initial time-
average profiles served as the reference points because
they had no knowledge of the oscillation. We then shifted
the components by their bisector mean wavelengths to
preserve shape variation due to the granulation, while si-
multaneously removing the oscillation effects. Once the
profiles were shifted to remove the oscillation, we then
used a final time-average for each component to be repre-
sentative of each granulation feature. As seen in Figure 2,
there is little variation within each component category
throughout the time-sequence, providing confidence that
the oscillation signal does not significantly affect com-

ponent profile shape and that it has been successfully
removed.

Fig. 2.— Line profiles from the entire time series for the different
physical components of granulation: granules (green), MBPs (red),
magnetic (blue) and non-magnetic (purple) intergranular lanes.
The time-average line profiles are shown in black. All components
have been shifted by their bisector mean wavelength to the bisec-
tor mean wavelength of their time-average profile to remove the
oscillation signal. The breadth about each component’s respective
means is representative of the precision obtained.

3. PARAMETERISED RECONSTRUCTION

We examined the accuracy of the four time-average line
profiles, representing the different components of photo-
spheric magneto-convection, by reconstructing the line
profiles produced by the simulations. For each granu-
lation snapshot, we recorded the proportion of the area
occupied by each component to the total area (filling fac-
tor) based on the number of Stokes I profiles in a given
category to total number in the snapshot; mean values
for these within 1σ are shown in Table 1. To reconstruct
the line profile for an entire snapshot, we multiplied each
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This dominates over the effect of spots for the Sun (Meunier et al. 2010)



Thermal and velocity structure of Sunspots 
Balasubramaniam, ApJ, 2002
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Calibrating activity effects in RV data

• Correlation with bisector span (Bonfils et al. 2007, Boisse et al. 2009). 

• Correlation with Ca H & K index (Boisse et al. 2011, Dumusque et al. 2011, Meunier et 
al. 2013). 

• Long-term component of Ca index for “activity cycle” (Dumusque et al. 2012) 

• Sine-fitting at harmonics of the rotation period (too many to list...) 

• Light curves 

• Spot modelling (Lanza et al. 2007, 2010, Boisse et al. 2012) 

• FF’ method (Aigrain et al. 2012) 



RV effects of activity - 1:  
distortion of rotation profile

Activity-induced RV variations from photometry 3

2.2 RV signature

The most important e↵ect of the spot in RV is due to the
fact that it suppresses the flux emitted by a portion of the
rotating stellar disk, thus introducing a perturbation to the
disk-averaged RV. Provided c is not close to one, this pertur-
bation can be estimated simply by multiplying the projected
area of the spot, which is given by F (t), by the RV of the
stellar surface at the location of the spot:

�RV

rot

(t) = �F (t) V

eq

cos � sin �(t) sin i, (4)

where V

eq

= 2⇡R?/P

rot

is the equatorial rotational velocity
of the star, and R? the stellar radius. Di↵erential rotation
can be included in this formalism by allowing V

eq

(or equiv-
alently P

rot

) to vary as a function of the spot latitude.
Spots tend to be associated with magnetized areas

which, while they have very limited photometric contrast,
are much more extended spatially. These do have an im-
portant impact in RV, because convection is partially sup-
pressed within them, leading to a reduction in the convec-
tive blue-shift (see Meunier et al. 2010a,b, and references
therein). Within our simplified formalism, it is possible to
approximate the resulting RV perturbation as

�RV

c

(t) = +F (t) �V

c

 cos �(t) (5)

where �V

c

is the di↵erence between the convective blue-shift
in the unspotted photosphere and that within the magne-
tized area, and  is the ratio of this area to the spot surface
(typically � 1). The total RV signature of the spot and
associated magnetised area is then simply

�RV (t) = �RV

rot

(t) + �RV

c

(t). (6)

2.3 Examples

Figure 1 shows light and RV curves simulated using this
simple model for an equatorial spot (solid black line) and
a high-latitude spot on an inclined star (solid cyan line).
The dotted grey line in the bottom panel shows the equato-
rial spot case without the convective blue-shift suppression
term. Also shown for comparison is the same equatorial spot
modeled with the more sophisticated formalism of Dorren
(1987), who gives analytical expressions for a circular spot
of finite size on a limb-darkened photosphere. Figure 2 shows
the corresponding amplitude spectra1, which we use to eval-
uate the impact of the simplifications we have made on the
frequency content of the simulated light and RV curves.

In all cases, the amplitude spectrum of the light curve
is dominated by the rotational frequency, as one might
expect. There is also signal at the second, fourth, sixth
and higher even-numbered harmonics ⌫ = 2n/P

rot

, where
n = 1, 2, 3,. . . , although the amplitude decreases rapidly
with n. On the other hand, there is essentially no sig-
nal at odd-numbered harmonics ⌫ = (2m + 1)/P

rot

, where
m = 1, 2, 3,. . . . As previously noted by Boisse et al. (2009,

1 Throughout this paper, we use amplitude spectra computed
by linear least-squares fitting of a sinusoid with free zero-point,
amplitude and phase at each frequency. This is akin to the gen-
eralised periodogram of Zechmeister & Kürster (2009) but ex-
pressed in units of amplitude rather than �

2 reduction.

Figure 1. Simulated photometric and RV signatures of a single
spot (top and bottom respectively). The solid black line shows
the output of our simple model for a fairly large, dark, equatorial
spot (c = 0, ↵ = 10 �, � = 0) on a star with P

rot

= 5 days,
i = 90 �, �V

c

= 200 m s�1 and  = 10 (see text for details). The
solid cyan line is the same, but for a higher latitude spot on an
inclined star (� = 60 �, i = 70 �). For comparison, the dashed
lines show the same spots modeled with the formalism of Dorren
(1987) (stellar linear limb-darkening parameter u? = 0.5). For
simplicity, we have omitted the Dorren formalism for the high-
latitude case in the bottom panel. Instead, the black dash-dot
line shows the equatorial spot simulated with our simple model,
but without the convective blue-shift e↵ect (�V

c

= 0).

Figure 2. Amplitude spectra for the light and RV curves shown
in 1, using the same colour-coding. These spectra were computed
from time-series lasting 5 P

rot

. Frequencies are expressed in units
of inverse rotation periods.

2011), the RV signature is dominated by the first three har-
monics of the rotational frequency, with additional signal
at odd-numbered harmonics, although at much lower am-
plitude. The di↵erences between the distribution of power
at higher harmonics in photometry and in RV arise because
the photometric signal is maximised when the spot is face
on, which occurs once per disk-crossing, but the RV signal
is maximised when the spot longitude is 45�, which occurs
twice per disk crossing.

c� . . . RAS, MNRAS 000, 1–13

flux

RV

equatorial spot
high latitude spot

Perturbation to full disk measurement 
due to one spot

Can show that: 
!
ΔVrot ∝	 ΔF × d(ΔF)/dt 
!
(Aigrain, Pont & Zucker 2012)



RV effects of activity - 2:  
convective blue-shift suppression

Activity-induced RV variations from photometry 3

2.2 RV signature

The most important e↵ect of the spot in RV is due to the
fact that it suppresses the flux emitted by a portion of the
rotating stellar disk, thus introducing a perturbation to the
disk-averaged RV. Provided c is not close to one, this pertur-
bation can be estimated simply by multiplying the projected
area of the spot, which is given by F (t), by the RV of the
stellar surface at the location of the spot:

�RV
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cos � sin �(t) sin i, (4)

where V

eq

= 2⇡R?/P

rot

is the equatorial rotational velocity
of the star, and R? the stellar radius. Di↵erential rotation
can be included in this formalism by allowing V

eq

(or equiv-
alently P

rot

) to vary as a function of the spot latitude.
Spots tend to be associated with magnetized areas

which, while they have very limited photometric contrast,
are much more extended spatially. These do have an im-
portant impact in RV, because convection is partially sup-
pressed within them, leading to a reduction in the convec-
tive blue-shift (see Meunier et al. 2010a,b, and references
therein). Within our simplified formalism, it is possible to
approximate the resulting RV perturbation as

�RV

c

(t) = +F (t) �V

c

 cos �(t) (5)

where �V

c

is the di↵erence between the convective blue-shift
in the unspotted photosphere and that within the magne-
tized area, and  is the ratio of this area to the spot surface
(typically � 1). The total RV signature of the spot and
associated magnetised area is then simply

�RV (t) = �RV

rot

(t) + �RV

c

(t). (6)

2.3 Examples

Figure 1 shows light and RV curves simulated using this
simple model for an equatorial spot (solid black line) and
a high-latitude spot on an inclined star (solid cyan line).
The dotted grey line in the bottom panel shows the equato-
rial spot case without the convective blue-shift suppression
term. Also shown for comparison is the same equatorial spot
modeled with the more sophisticated formalism of Dorren
(1987), who gives analytical expressions for a circular spot
of finite size on a limb-darkened photosphere. Figure 2 shows
the corresponding amplitude spectra1, which we use to eval-
uate the impact of the simplifications we have made on the
frequency content of the simulated light and RV curves.

In all cases, the amplitude spectrum of the light curve
is dominated by the rotational frequency, as one might
expect. There is also signal at the second, fourth, sixth
and higher even-numbered harmonics ⌫ = 2n/P

rot

, where
n = 1, 2, 3,. . . , although the amplitude decreases rapidly
with n. On the other hand, there is essentially no sig-
nal at odd-numbered harmonics ⌫ = (2m + 1)/P

rot

, where
m = 1, 2, 3,. . . . As previously noted by Boisse et al. (2009,

1 Throughout this paper, we use amplitude spectra computed
by linear least-squares fitting of a sinusoid with free zero-point,
amplitude and phase at each frequency. This is akin to the gen-
eralised periodogram of Zechmeister & Kürster (2009) but ex-
pressed in units of amplitude rather than �

2 reduction.

Figure 1. Simulated photometric and RV signatures of a single
spot (top and bottom respectively). The solid black line shows
the output of our simple model for a fairly large, dark, equatorial
spot (c = 0, ↵ = 10 �, � = 0) on a star with P

rot

= 5 days,
i = 90 �, �V

c

= 200 m s�1 and  = 10 (see text for details). The
solid cyan line is the same, but for a higher latitude spot on an
inclined star (� = 60 �, i = 70 �). For comparison, the dashed
lines show the same spots modeled with the formalism of Dorren
(1987) (stellar linear limb-darkening parameter u? = 0.5). For
simplicity, we have omitted the Dorren formalism for the high-
latitude case in the bottom panel. Instead, the black dash-dot
line shows the equatorial spot simulated with our simple model,
but without the convective blue-shift e↵ect (�V

c

= 0).

Figure 2. Amplitude spectra for the light and RV curves shown
in 1, using the same colour-coding. These spectra were computed
from time-series lasting 5 P

rot

. Frequencies are expressed in units
of inverse rotation periods.

2011), the RV signature is dominated by the first three har-
monics of the rotational frequency, with additional signal
at odd-numbered harmonics, although at much lower am-
plitude. The di↵erences between the distribution of power
at higher harmonics in photometry and in RV arise because
the photometric signal is maximised when the spot is face
on, which occurs once per disk-crossing, but the RV signal
is maximised when the spot longitude is 45�, which occurs
twice per disk crossing.

c� . . . RAS, MNRAS 000, 1–13
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high latitude spot

Perturbation to full disk measurement 
due to one spot

Can show that: 
!
ΔVconv ∝	 ΔF2 
!
(Aigrain, Pont & Zucker 2012)

including convective blue-shift suppression
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Figure 6. Photometry and RV time-series for HD 189733. The
MOST light curve (Boisse et al. 2009) is shown in the top panel
and the observed and simulated RV data are compared in the bot-
tom panel. The black dots with error bars show the SOPHIE data
from Lanza et al. (2011) after removal of the best-fit planetary
signal, and subtraction of a constant 21.6 m s�1 o↵set. The grey
line shows the RV curve simulated by applying the FF

0 method
to the MOST light curve, and the grey dots show the same curve
linearly interpolated to the sampling of the SOPHIE observations.

200 spots. There is a slight tendency for the FF

0 to over-
predict the amplitude of the variations: linear fits to the
scatter plots shown in Figure 5 yield slopes of 1.08 and 1.06
(1.1 and 1.17) for the RMS and amplitude respectively, for
20 (200) spots. The period, or its first harmonic, is almost
always correctly recovered (up to a precision of 10%). Inci-
dentally, the fraction of the cases where the first harmonic
dominates over the fundamental is smaller for the FF

0 out-
put than for the direct spot-model simulations.

Thus, except in particularly favourable cases, the FF

0

method does not enable a precise ‘correction’ of the RV
variations due to activity, prior to searching for low mass
planets, for example. However, it does permit a statistical
comparison in terms of amplitudes and frequency content.
Nonetheless, further tests on real data are desirable to estab-
lish the performance of the FF

0 method on a firmer footing.

4.3 Application to HD189733

The transiting planet host star HD189733 was the target of
intensive simultaneous monitoring with the RV spectrograph
SOPHIE and the photometric satellite MOST. An in-depth
analysis of these observations from the activity point-of-view
was already presented in Boisse et al. (2009). This dataset
constitutes a useful test for RV jitter simulation methods
based on photometry, and was recently used for this specific
purpose by Lanza et al. (2011).

Starting from the MOST light curve, which is shown
in the top panel of Figure 6, we simulated the expected
activity-induced RV variations using the FF

0 method. The
light curve was first smoothed using the iterative non-linear
filter of Aigrain & Irwin (2004) using a baseline of 6 data
points (⇠ 10 h) to reduce the noise on the time-derivative es-
timate. The results are shown as the grey line in the bottom
panel of Figure 6. We then compared this to the SOPHIE
observations, which are shown as black dots. Note that we
used the new reduction of the SOPHIE data, as described
by Lanza et al. (2011), and worked with the residuals of the
planetary orbit (I. Boisse, priv. comm.). Following Lanza
et al. (2011), we subtracted a constant o↵set of 21.6 m s�1

from the SOPHIE orbit residuals. We then linearly inter-
polated the FF

0 output to the sampling of the SOPHIE
observations (grey dots in Figure 6).

The interpolated FF

0 output is a good match to the
orbit residuals except from HJD = 2 454 308 to 2 454 310,
and is virtually identical to the Lanza et al. (2011) re-
sults throughout. The latter already noted that their model
could not reproduce the very rapid drop observed in the
RVs around this time. One possible explanation may be
that the spot distribution around this time had a significant
odd-numbered multipole component, which no photometry-
based method could recover. However, we note that, around
HJD = 2454 308, the observed flux also dips faster than can
be reproduced by an unevolving surface feature rotating into
view. This suggests that there are rapidly evolving active re-
gions on the star at this time, a situation which neither the
FF

0 method nor the method of Lanza et al. (2011) are well
suited for.

The reduced �

2 of the SOPHIE orbit residuals (ex-
cluding the problematic interval from HJD = 2454 308 to
2 454 310) is 14.45, and their r.m.s is 9.4m s�1. Subtracting
the activity contribution, as predicted by the FF

0 method,
reduces the reduced �

2 by a factor > 2 to 6.58, and the r.m.s
to 6.6m s�1. Although the presence of a residual activity sig-
nal cannot be excluded, the final r.m.s is consistent with the
level of instrumental systematics typical of SOPHIE at the
time of the HD189733 observations (⇠ 5m s�1, Boisse priv.
comm.).

We also computed the Lomb-Scargle periodogram of the
RV data before and after subtracting the simulated activity
signal (Figure 7). For this calculation, we used only data si-
multaneous with the MOST observations, and excluded the
aforementioned discrepant data points. Again the results are
almost identical to Figure 6 of Lanza et al. (2011). Subtract-
ing the output of the FF

0 method suppresses power at the
rotational frequency by a factor close to 10, and gradually
decreasing fractions of the power at each harmonic. The last
significant peak (the third harmonic) is suppressed by a fac-
tor of ⇠ 2 only.

In summary, despite its simplicity, the FF

0 method
gives results that, at least in this specific case, are equivalent
to the more sophisticated approach of Lanza et al. (2011),
and achieves the same performance in terms of RV power
suppression. One possible explanation for this is that the
maximum entropy regularisation employed by Lanza et al.
(2011) e↵ectively places a prior on the spatial and tempo-
ral scales accessible to their model. This has a similar e↵ect
to the approximations made in the FF

0 method, which is
only a first order approximation to the full expression for

c� . . . RAS, MNRAS 000, 1–13
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Figure 8. Application of the FF

0 to synthetic solar data. The black dots show the synthetic TSI (top panel) and RV (bottom panel)
variations of the Sun, from Meunier et al. (2010b), for two 6-month periods when the Sun was relatvely inactive (left) and active (right).
In each case, the solid black line in the top panel shows the smoothed version of the synthetic TSI used as input to the FF

0. The
measured TSI (SoHO/VIRGO daily average, from http://www.pmodwrc.ch/, maintained by C. Fröhlich) is also shown for comparison
as the solid grey line. The solid black, thick dashed red and solid green lines in the bottom panel then show the FF

0 predictions based
on that smoothed TSI, using di↵erent values of  

0

and �V

c

(see text for details).

Figure 9. Example Kepler Quarter 1 light curve before and after
applying our systematics correction. The original, raw time-series
is shown in grey, the corrected time-series in black, and the cor-
rected time-series without the transits (used to estimate the RV
modulations) in red. Note that the red line completely overlaps
with the black, except during the transits. This example is KID
3642741 (KOI 242).

to do this. A systematic application of the FF

0 method to
individual Kepler light curves is beyond the scope of this
paper, but as an illustration we now proceed to apply it to a
subset of the light curves in which the Kepler team identified
transiting planet candidates (Borucki et al. 2011).

The Kepler photometric pipeline produces two versions
of the light curves: a ‘raw’ time-series, and a version cor-
rected for most of the systematic instrumental e↵ects. In
the current version of the pipeline, this correction unfortu-
nately also removes much of the intrinsic variability of the
target stars. In the context of a separate study, focussed on
the statistics of photometric variability in Kepler data, we

Figure 10. Application of the FF

0 to Kepler quarter 1 light
curves containing planet candidates. The small blue dots show
the RV amplitudes derived from the light curves after removing
the transits and smoothing on one tenth of the dominant light
curve period, while the small red dots show the RV amplitude
expected for a white noise-only light curve with the same high-
frequency noise level, smoothed to the same extent. The black
dots show the noise-corrected RV amplitude estimates, obtaining
by subtracting the latter from the former in quadrature.

have developed a more conservative systematics removal cor-
rection, which is designed to preserve astrophysical signals.
This correction will be described in detail in a forthcoming
paper, so we only summarise the underlying principles here.
Each light curve is decomposed into a linear combination of
all the other light curves, plus an intrinsic component, us-
ing Bayesian linear regression. The most significant trends
that are common to many light curves are identified using
an information entropy criterion. They are then combined
using principal component analysis, de-composed into their

c� . . . RAS, MNRAS 000, 1–13
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Each light curve is decomposed into a linear combination of
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What if we have only spectra?

Earth-mass planet in 3.2 day orbit inferred from 4 years of HARPS data 
NB: RVs shown here after subtracting linear trend from binary orbit.

αCen B (Dumusque et al. 2012). HARPS spectra provide:  
RVs, chromospheric activity (log R’HK), line width (FWHM) and asymmetry (bisector span)



Modelling the activity signal in αCen B

Dumusque et al. model 
for binary orbit + activity 
!

23 free parameters 
several arbitrary assumptions 
strong degeneracies 
error propagation partial
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SUPPLEMENTARY INFORMATION RESEARCH

5. Limited precision of the stellar coordinates 
A precise estimation of the stellar coordinates is mandatory, because the RV of a star 
is obtained once the RV of the Earth barycentre (BERV) in the direction of the object 
is removed. If the coordinates are imprecise, a residual sinusoidal signal will appear in 
the stellar RVs. Due to the circular orbit of Earth around the Sun, this signal will be 
sinusoidal with a one-year period.  
 To calculate the present coordinates of Alpha Centauri B, we use the HIPPARCOS 
catalogue46, the preferred reference for precise coordinates for the majority of stars in 
the solar neighbourhood. The HIPPARCOS mission monitored the motion of Alpha 
Centauri B between 1989 and 1992.  
 Alpha Centauri A and B are gravitationally bound, resulting in a binary orbital 
period of 79.91 years7. The orbital effect on the coordinates can be corrected precisely 
with an accurate relative astrometric solution between Alpha Centauri A and B7. In 
the final analysis, we derived the actual coordinates of the star at the observation 
epochs by correcting the initial coordinates for proper and orbital motion. 
 

6. Global fit 
The technique used to fit rotational activity, i.e. fitting sine waves at the rotational 
period of the star and the significant harmonics (see Sec. 2), requires that the stellar 
features induced by activity (spots, plage faculae) does not evolve significantly during 
the time considered. Because these features evolves on a time scale of a few rotations, 
we divided our data in four subsets corresponding to each observational season, 2008, 
2009, 2010, and 2011. For each subset, the following model is fitted: 

 
 

 
The binary is fitted using a polynomial of the second order. Details about the fit of the 
magnetic cycle and the rotational activity effects on RVs can be found in Sec. 3 and 2, 
respectively. The global model fitted on the RVs is therefore: 
 

 
where lin0, lin1 and lin2 are the coefficients of the polynomial fit, P1, P2 and P3 the 
rotational period of the star for season 2009, 2010, and 2011, respectively. RHKlow freq 



Modelling the activity signal in αCen B

Dumusque et al. model 
for binary orbit + activity 
!

23 free parameters 
several arbitrary assumptions 
strong degeneracies 
error propagation partial

W W W. N A T U R E . C O M / N A T U R E  |  7

SUPPLEMENTARY INFORMATION RESEARCH

5. Limited precision of the stellar coordinates 
A precise estimation of the stellar coordinates is mandatory, because the RV of a star 
is obtained once the RV of the Earth barycentre (BERV) in the direction of the object 
is removed. If the coordinates are imprecise, a residual sinusoidal signal will appear in 
the stellar RVs. Due to the circular orbit of Earth around the Sun, this signal will be 
sinusoidal with a one-year period.  
 To calculate the present coordinates of Alpha Centauri B, we use the HIPPARCOS 
catalogue46, the preferred reference for precise coordinates for the majority of stars in 
the solar neighbourhood. The HIPPARCOS mission monitored the motion of Alpha 
Centauri B between 1989 and 1992.  
 Alpha Centauri A and B are gravitationally bound, resulting in a binary orbital 
period of 79.91 years7. The orbital effect on the coordinates can be corrected precisely 
with an accurate relative astrometric solution between Alpha Centauri A and B7. In 
the final analysis, we derived the actual coordinates of the star at the observation 
epochs by correcting the initial coordinates for proper and orbital motion. 
 

6. Global fit 
The technique used to fit rotational activity, i.e. fitting sine waves at the rotational 
period of the star and the significant harmonics (see Sec. 2), requires that the stellar 
features induced by activity (spots, plage faculae) does not evolve significantly during 
the time considered. Because these features evolves on a time scale of a few rotations, 
we divided our data in four subsets corresponding to each observational season, 2008, 
2009, 2010, and 2011. For each subset, the following model is fitted: 

 
 

 
The binary is fitted using a polynomial of the second order. Details about the fit of the 
magnetic cycle and the rotational activity effects on RVs can be found in Sec. 3 and 2, 
respectively. The global model fitted on the RVs is therefore: 
 

 
where lin0, lin1 and lin2 are the coefficients of the polynomial fit, P1, P2 and P3 the 
rotational period of the star for season 2009, 2010, and 2011, respectively. RHKlow freq 

Can one do better? 
Activity is stochastic -> model it as a Gaussian process
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An aside: Gaussian processes

• Formally, a Gaussian process (GP) is a collection of data points, any subset of which 
has a multivariate normal distribution: y ~ N{m;K}

• The mean vector m encodes the deterministic component of the model e.g. m = f(t,θ) 
• The covariance matrix K encodes the stochastic component 

• standard white Gaussian noise: K = σ2I

• Generalise to non-diagonal covariance (a.k.a correlated noise): Kij = k(ti,tj,Φ),  
• e.g. k(ti,tj,Φ) = A2 exp[−(ti−tj)2 / 2l2]

• This sets up a probability distribution over functions with specific properties 
• here: smooth, amplitude A, timescale l)

• With GPs it’s easy to 
• model multiple time-series simultaneously, incl. derivative / integral observations 
• perform Bayesian inference on θ,Φ e.g. using MCMC 
• propagate uncertainties rigorously



GPs for stellar activity

aperiodic, single timescale aperiodic, multiple timescales periodic (unknown shape)

quasi-periodic,  
single evolution timescale

quasi-periodic,  
multiple evolution timescales

quasi-periodic 
plus white noise
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Model both log R’HK and RV as linear combinations of  
underlying process F2 and its time derivative FF’ 



Modelling the activity signal in αCen B

Model both log R’HK and RV as linear combinations of  
underlying process F2 and its time derivative FF’ 



Modelling the activity signal in αCen B

Model both log R’HK and RV as linear combinations of  
underlying process F2 and its time derivative FF’ 

Can the RV variations be explained by activity only (no planet)? 
Work in progress!!! Rajpaul et al. (in prep.)
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To overcome activity effects in RV, we need…

• many 100‘s of high SNR measurements for a few dozen stars 

• THE experiment proposed for 2.5m INT 

• detailed spectra modelling 

• understand how spots / plage at different limb-angles affect different spectral lines

• continue to develop and test “simple” correction approaches 

• semi-parametric time-series modelling 

• different line-shape diagnostics 

• templates optimized to pick out activity effects 

• etc...

• precision RV machines in the IR

• let’s not forget about astrometry: less sensitive to activity



The K2 opportunity

• K2 = re-purposed Kepler mission


• Observations started March 2014, 2 years funded


• 4 x 85-day run per year, close to Ecliptic plane


• ~3000 M-dwarfs and ~3000 bright FGK dwarfs per run


• Important opportunity: young open clusters (ρOph, Pleiades, Hyades, M35, …)


• All data public immediately


• 1st data release end August
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Fig. 8.— The proposed K2 observing sequence is anchored by Field 4, which collects observations

of the Pleiades and Hyades clusters in 2015. Earlier and later fields march around the ecliptic in

steps of 83 days to maintain solar power to the spacecraft. Field 9 is designed to observe along

the spacecraft velocity vector, instead of the anti-velocity vector, to survey Baade’s window for

microlensing events while allowing simultaneous ground-based support. The proposed K2 campaign

strategy and field placement through mid-2016 is based on the scientific priorities proposed by the

community through the white paper call.
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Fig. 9.— The K2 operation plan provides regular delivery of data to the archives and annual

opportunities for target proposals from the community.


